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Abstract 

This paper examines the influence of the European Union's (EU) approach to 

Artificial Intelligence (AI) Ethics on the United States (US). The study is based on 

Constructivism and the concept of Normative Power Europe, which suggests that 

the EU plays a significant role in shaping international norms, beliefs, and values 

related to AI Ethics. The research employs a comparative analysis of the EU’s and 

US’s approaches to AI Ethics, focusing on the period from 2018 to 2023 through a 

systematic document analysis. The findings reveal a substantial alignment of the 

US’s approach with that of the EU’s particularly regarding the concept of 

'trustworthy AI'. The analysis identifies emulation and competition as the primary 

diffusion mechanisms driving the convergence of ethical perspectives between the 

EU and the US. Despite this alignment, the US has yet to adopt a legally binding 

regulatory framework for AI Ethics, relying instead on guidelines and principles. 

The research highlights the importance of understanding international dynamics in 

AI Ethics, emphasizing the ongoing need for scrutiny and exploration as the field 

evolves. The adoption of the EU AI Act and its potential impact highlight the 

significance of ongoing research and analysis in this field. 

 

Keywords: AI Ethics, AI Governance, European Union (EU), United States 

(US), International Norm Dynamics, Diffusion Mechanisms 
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International Norm Dynamics of AI Ethics: The 

Role of the European Union 

 

1 Introduction 

In November 2022, the non-profit organization OpenAI, based in the United States, 

shocked the world by releasing its large language model-based chatbot ChatGPT to 

the public. ChatGPT is capable of producing large amounts of human-like texts 

within seconds. It has been widely regarded as ‘one of the best artificial intelligence 

(AI) chatbots ever released to the public’ (Roose 2022). ChatGPT is a notable 

example of the ongoing ‘AI boom’ (The Economist 2023), which has sparked new 

ethical discussions about automated systems in public and in research. 

However, ethical discussions surrounding AI are not a new phenomenon. In 

1942, Isaac Asimov presented ‘Three Laws of Robotics' in his science fiction short 

story 'Runaround', which later appeared in his famous collection 'I, Robot'. These 

laws formulate ethical provisions regarding robots. In 1950, Alan Turing proposed 

the 'imitation game' as a test for a machine's ability to exhibit intelligent behavior 

indistinguishable from that of a human (Turing 1950). This test, commonly referred 

to as the ‘Turing Test’, remains relevant today. Five years later, the term ‘AI’ was 

coined for the first time in a research proposal. The proposal states that “[t]he study 

is to proceed on the basis of the conjecture that every aspect of learning or any other 

feature of intelligence can in principle be so precisely described that a machine can 

be made to simulate it.” (McCarthy et al. 1955). 
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Since its inception, the field of AI has undergone several phases of lower and 

higher public interest, commonly referred to as ‘winters’ and ‘summers’. These 

phases have been accompanied by corresponding interest in ethical considerations 

around AI systems (Floridi 2021b). Currently, due to the ongoing AI boom, public 

interest in AI is extremely high. In 2014, Elon Musk, the founder of Tesla and co-

founder of OpenAI, said about AI: “If I had to guess at what our biggest existential 

threat is, it’s probably that” (Gibbs 2014). Physicist Stephen Hawking warned that 

AI could be “either the best, or the worst thing, ever to happen to humanity” (Hern 

2016). Researchers have also highlighted the risks and challenges associated with 

highly developed AI systems in various aspects of our lives (Brundage et al. 2018) 

To prevent AI developments from spiraling out of control, the Future of Life 

Institute published an open letter in March 2023. The letter called for a six-month 

pause in AI research and development, and was endorsed by public figures such as 

historian Yuval Noah Harari, Elon Musk, computer scientist Stuart Russel, and 

Apple co-founder Steve Wozniak (Future of Life Institute 2023; Metz and Schmidt 

2023). During a US Senate hearing in May 2023, the CEO of OpenAI stated that “if 

this technology goes wrong, it can go quite wrong” and called for new regulations 

and a set of safety standards for AI models (Kang 2023).  

Countries and organizations have been addressing the risks and ethical 

considerations related to AI and have published corresponding ethical principles 

and guidelines (Jobin et al. 2019; Daly et al. 2019; Schmitt 2022). The European Union 

(EU) has been a major focus in this regard, particularly after the European 

Commission (EC) released the first AI-specific legislative draft in April 2021, known 

as the 'AI Act' (European Commission 2021). While the draft is currently under 

debate within the EU and is expected to be adopted by the end of 2023 (Sharp 2023). 

Research is being conducted to discuss its potential impact on the international 

system (Greenleaf 2021; Birchfield et al. 2022; Feldstein 2023). 
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Instead of projecting a potential future impact, this thesis aims to evaluate 

the normative influence that the EU has had in the field of AI Ethics so far. Since 

2018, the EU has consistently increased its efforts to deal with AI in an ethically 

sound manner. The underlying assumption of this thesis is based on the 

constructivist assumption that the international system is shaped by socially 

constructed norms, beliefs and values. This thesis is based on the concept of 

‘Normative Power Europe’ (Manners 2002), which suggests that the EU has a unique 

international normative role and aims to influence and shape international norms, 

beliefs, and values. The thesis assumes that this is also the case with regard to AI 

Ethics. In order to evaluate the EU’s normative influence on AI Ethics this thesis will 

specifically compare the EU’s approach to AI Ethics to the approach of the US, the 

current international powerhouse in the field of AI (Tortoise 2023). The central 

research question of the thesis therefore is: What is the influence of the EU’s AI Ethics 

approach to AI Ethics? Hence, this research is comparative in nature and situated 

within an X-centered research design. The goal is to determine the effect the 

explanatory variable (the EU’s approach to AI Ethics) has on the dependent variable 

(the US’s approach to AI Ethics). In this context, the research question is divided 

into two parts. First, based on assumptions derived from Constructivism and 

Normative Power Europe, the thesis aims at identifying if the EU’s AI Ethics 

approach has had an influence on the US. For this purpose, this thesis will present 

an overview of both the EU’s and the US’s approach to AI Ethics over time, based 

on a systematic analysis of official documents. These approaches will be compared 

to identify potential convergences. In case a shift of the US’s approach to AI Ethics 

towards the EU’s approach is observed, the second part will seek to identify why 

this shift has occurred. This part is rooted in diffusion theory and, via the method 

of process tracing, aims to identify potential causal diffusion mechanisms between 

the EU and the US regarding AI Ethics. 

This research holds scientific and societal significance as it provides a 

comprehensive comparison of the EU and US approaches to AI Ethics over time. 
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The empirical value of this study can be used for future research, while also testing 

the validity of theories like Normative Power Europe and diffusion in the highly 

dynamic and relevant field of AI Ethics. By taking a retrospective view and 

comparing the EU and the US this thesis addresses an existing gap in academia. 

Additionally, due to the transformative nature of AI and the ethical risks and 

challenges involved, this thesis is of societal value, too, as it enhances the 

understanding of international AI governance and corresponding motivations and 

relationships. 

This thesis will begin by discussing the various facets of AI Ethics and 

providing an overview of how the topic has been dealt with in research – including 

an overview of existing research on EU and AI Ethics. It will commence by 

introducing the guiding theoretical concepts of Constructivism, Normative Power 

Europe and Diffusion and discuss how, combined, they serve as a valuable 

theoretical framework for this thesis’s research objectives. Subsequently, based on 

the theoretical framework, testable hypotheses will be developed to guide the 

empirical analysis. This is followed by the introduction of the method that is applied 

during the analysis – process tracing – and a systematic operationalization of the 

hypotheses based on process tracing and document analysis. This 

operationalization serves as the basis for the subsequent empirical analysis. The 

following discussion and conclusion will summarize the findings and discuss their 

implications. 

 

2 AI Ethics  

The following scenario is not unlikely in the very near future: An autonomous car 

is involved in a lethal accident. This scenario raises a question as old as humanity: 

Who is responsible? Is it the owner? The AI manufacturer? Or perhaps the car itself? 
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Such moral questions are a at the core of philosophy and have been debated for 

centuries. Ethics is a discipline within philosophy that aims to answer these 

questions by identifying what is right and what is wrong. In the process, ethics seeks 

to observe and understand the underlying motivation and values of human 

behavior (Boddington 2017; Daly et al. 2019). Within ethics, applied ethics has a 

practical approach to these moral questions. And within applied ethics, AI Ethics 

tries to examine and understand the interplay between AI related advancements 

and their impact on society (Daly et al. 2019). 

Two fields have emerged in AI Ethics: Machine ethics and robot ethics. 

Machine ethics is discussed less commonly than robot ethics – as of now. It might 

gain importance in the future as it concerns the ethical behavior of AI systems 

(Winfield et al. 2019; Bostrom and Yudkowsky 2018). Robot ethics, also known as 

AI Ethics, is about how humans develop, deploy, or use AI systems ethically. Its aim 

is not only to prevent harm but also to maximize the benefits of AI in an ethical 

manner. To achieve both goals, many corresponding ethical principles, standards, 

and best practices have been developed to date (Winfield et al. 2019). Highlighting 

this dual nature of AI Ethics, Floridi states that AI is concerned with principles of 

beneficence (ensuring the benefits of AI), non-maleficence (preventing harm), 

autonomy (respecting human agency and decision-making), justice (ensuring 

fairness and equity), and explicability (making AI systems transparent and 

understandable). These principles are necessary for an AI system to be both 

technologically advanced and ethical (Floridi 2021c). This dual focus on benefit-

maximization and harm-prevention shows that the common perception that ethics 

stifles innovation and research is limited (Boddington 2017). 

Dignum (2018) differentiates between three ethical design approaches. 

Firstly, ethics by design, which requires the AI system to include ‘ethical reasoning 

capabilities’ (Dignum 2018). Secondly, ethics in design, referring to the necessity to 

evaluate the ethical implications of regulatory and engineering methods in the 
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implementation of AI. And lastly, ethics for design, which requires responsible 

developers to adhere to ethical standards, procedures, and conduct (Dignum 2018).  

Because this thesis is concerned with the role of the EU in international norm 

dynamics of AI Ethics, it will borrow the definition of AI Ethics from the ‘Ethics 

Guidelines for Trustworthy AI’, created by the High-Level Expert Group on 

Artificial Intelligence (AI HLEG) for the European Commission:   

AI Ethics is a sub-field of applied ethics, focusing on the ethical issues raised by the 

development, deployment and use of AI. Its central concern is to identify how AI 

can advance or raise concerns to the good life of individuals, whether in terms of 

quality of life, or human autonomy and freedom necessary for a democratic society 

(AI HLEG 2019a). 

This definition acknowledges that AI Ethics is about more than just preventing 

harm; it is also about promoting good. It aligns with Leslie’s (2019) definition of AI 

Ethics as ‘a set of values, principles, and techniques that employ widely accepted 

standards of right and wrong to guide moral conduct in the development and use 

of AI technologies’ (Leslie 2019). This definition places greater emphasis on the 

moral implications of AI Ethics. 

 

2.1 Challenges and risks of AI 

Today, AI is already demonstrating why it is often referred to as the ‘ultimate 

enabler’ (Horowitz 2018) and ‘transformative’ (Boddington 2017), as it improves our 

daily lives across multiple domains (Dignum 2018). Nonetheless, a growing number 

of researchers are dedicated to pointing out risks involved in the development and 

application of AI, as well as the need for ethical development and application of AI 

(Bostrom and Yudkowsky 2018; Leslie 2019; Mittelstadt et al. 2016; Dafoe 2018) 

In a joint report on the potential malicious use of AI, various AI researchers 

outlined risks involved with AI. The report considers three AI-related security 

domains in which risk can occur. The first, digital security, encompasses 



Jerome Harrison    

 

 

7 

cyberattacks, human-, software-, and AI system vulnerabilities. The second, 

physical security, includes automated drones and other physical systems, cyber-

physical systems, and physical systems. The third, political security, is concerned 

with surveillance, persuasion, and deception (Brundage et al. 2018). 

Horowitz (2018) points to the complexities surrounding AI in the 

international system. Due to the rapid advancements of AI systems, they may have 

completely reshaped international competition and the existing balance of power, 

potentially even resulting in an AI arms race. This race could incentivize 

international actors to neglect risks associated with AI (Horowitz 2018). Other 

researchers have also identified inherent risks of AI systems. One of the main ethical 

challenges in the field of AI is the issue of bias and discrimination. AI systems are 

data driven, and as a result, they may reproduce these issues and thereby intensify 

social prejudice (Leslie 2019). This is because humans program AI systems and feed 

their own values and biases into these systems, causing the algorithms to reflect 

existing societal structures (Mittelstadt et al. 2016). This is especially problematic 

when AI is perceived as objective (Bostrom and Yudkowsky 2018). 

Additionally, the lack of transparency in AI systems presents a major 

challenge. Due to their complexity, it can be difficult to understand and trace the 

decision-making process, leading to the common reference of 'black boxes' (Bostrom 

and Yudkowsky 2018). However, transparency is essential for assigning 

responsibility in cases of harm or error, as well as for establishing trust in AI systems 

(Mittelstadt et al. 2016). Robustness and security are further concerns when it comes 

to AI – particularly in safety-critical applications and sectors. In such cases, both the 

AI systems and the humans involved are highly vulnerable (Bostrom and 

Yudkowsky 2018). Furthermore, AI raises privacy concerns. To safeguard the 

privacy rights of individuals, it is essential to ensure human oversight in the design, 

development, and deployment of AI systems (Leslie 2019; Floridi et al. 2018). 

Another challenge mentioned is of a social nature. To maintain strong social 
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connections and preserve individual experiences, it is important to avoid over-

reliance on AI systems (Leslie 2019). 

One potential challenge, although not yet present, is the emergence of 

Artificial General Intelligence (AGI) and super-intelligence. Unlike ‘regular’ AI, AGI 

possesses the ability to think and learn beyond pre-programmed rules, which raises 

concerns about the possibility of superintelligence. This AI has the potential to 

continuously improve itself without limit. While it could bring huge benefits, it also 

comes with serious risks (Bostrom and Yudkowsky 2018). 

 

2.2 Governance of AI Ethics 

This chapter presents an overview of international approaches to AI governance and 

the respective research conducted. Butcher and Beridze (2019) define AI governance 

as ‘a variety of tools, solutions, and levers that influence AI applications’ (Butcher 

and Beridze 2019). Floridi (2018) provides a broader definition of digital governance. 

He defines it as ‘the practice of establishing and implementing policies, procedures, 

and standards for the proper development, use, and management of the infosphere’ 

(Floridi 2018). Winfield and Jirotka, on the other hand, define ethical governance as 

a ‘set of processes, procedures, cultures, and values designed to ensure the highest 

standards of behavior’ (Winfield and Jirotka 2018). While every definition has a 

different focus, one thing is clear: AI governance is about practical tools and 

processes to cope with AI systems. 

Ethical principles and guidelines related to AI have been the focus of much 

academic attention, but they are almost always non-binding. Among others, Jobin 

et al. (2019) and Fjield (2020) conducted analyses of multiple international 

documents containing ethical principles or guidelines related to AI. Jobin et al. 

(2019) analyzed 84 documents and found a significant increase in global interest in 

AI Ethics since 2016. The study identified 11 ethical values and principles. Five of 
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these 11 values and principles were cited in more than half of the analyzed 

documents: transparency, justice and fairness, non-maleficence, responsibility, and 

privacy (Jobin et al. 2019). Similarly, in their analysis of 36 international documents, 

Fjeld et al. (2020) identified eight key principles: privacy, accountability, safety and 

security, transparency and explainability, fairness and non-discrimination, human 

control of technology, professional responsibility, and promotion of human values 

(Fjeld et al. 2020). 

But where do these principles originate from? Although there is some level 

of agreement, it is uncertain whether various groups influence each other, develop 

these principles based on the same research documents, or develop them 

individually (Whittlestone et al. 2019). Nevertheless, principles are highly valuable 

in applied ethics as they translate complex ethical issues into elements that can be 

understood by everyone. This enables a shared commitment to the same values 

across different countries and sectors. This is important in order to develop ethical 

standards, international agreements, and regulations based on the principles and 

values (Whittlestone et al. 2019). Additionally, Papyshev and Yarime (2023) 

identified three different focal points in their analysis of 31 national AI strategies. 

They found that post-Soviet bloc European countries, China, and East Asia tend to 

emphasize 'Development'. EU countries prioritize ‘Control’, while the UK, US and 

Ireland focus on ‘Promotion’ to encourage innovation  (Papyshev and Yarime 2023). 

According to Schiff et al.`s (2021) findings, private sector recommendations tend to 

concentrate on client-related and technical concerns, while public and NGO 

materials tend to be more interactive and engaged with legislative aspects (Schiff et 

al. 2021). It is noteworthy that in some countries the economic development of AI is 

prioritized over its societal impact. Furthermore, ethical standards for AI consist of 

four main components: economic, research, societal, and regulatory considerations 

(Schmitt 2022). Djeffal et al. (2022) analyzed AI policies from 22 countries and the 

EU. The authors found that different countries favor different approaches to AI 

governance: some prefer self-regulation and market-based approaches, while others 
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combine entrepreneurial and regulatory methods. However, the authors note that 

regardless of the governance approach, there is a consistent focus on public 

responsibility. Most governments have shown a willingness to promote AI 

technologies while also regulating associated risks (Djeffal et al. 2022). In this 

context, Smuha (2021) suggests that enabling regulations could provide economic 

incentives, while protective regulations could enforce transparency and ethical 

standards. This could result in a race to regulate AI (Smuha 2021). According to 

Garcia (2022), countries will need to cooperate on AI governance instead of 

individually racing to regulate AI. International organizations, such as the United 

Nations, will play a crucial role in this matter. Recently, there has been an increase 

in AI-related collaboration at the OECD and the Global Partnership for AI (GPAI) 

(Garcia 2022). 

 

2.3 Challenges and risks in AI Ethics 

The goal of AI governance is to effectively navigate the field of AI Ethics, which is a 

complex task with numerous challenges and risks. In this context, researchers have 

raised several issues and concerns. 

Although ethical principles are crucial for AI governance, they are also 

problematic in some ways. By themselves, they are insufficient to address the 

challenges and risks associated with AI systems, as outlined in chapter 2.1 of this 

thesis. Action based on objective principles is necessary. Furthermore, it is 

important to consistently question and reiterate principles (Rességuier and 

Rodrigues 2020). However, the lack of clarity in principles can lead to 

misunderstandings as they may be interpreted differently by different actors. 

Additionally, the simplicity of the principles can make it challenging to take action 

based on them (Whittlestone et al. 2019). Mittelstadt (2019) draws a comparison 

between the challenges faced by AI and medicine. Although medicine aims to 
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improve health, the field of AI is more complex and often lacks effective methods to 

translate ethical principles into practice. Mittelstadt (2019) highlights that one of the 

most significant concerns is the lack of enforceable ethical frameworks in AI, unlike 

in medicine. 

Another issue in AI ethics is bias. Ethical considerations are often based on 

judgments, which can be biased. Hagendorff (2023) identifies ‘role-model risks’ and 

‘bounded ethicality risks’ in this context. It is crucial for AI ethicists to actively 

address their biases and strive to avoid personal beliefs from interfering with their 

AI-related work (Hagendorff 2023). Hagendorff also highlights a gap between the 

ongoing ethical debate and the actual technical understanding. He warns against 

‘non-expert risks´ (Hagendorff 2023), which refers to the danger of becoming too 

abstract without the necessary technical insight. To avoid this, he suggests that AI 

ethicists work interdisciplinary (Hagendorff 2023). Additionally, he argues that 

fairness and privacy are not receiving enough attention in the field (Hagendorff 

2022). 

The challenge of AI governance and AI Ethics is to be aware of these risks 

and to mitigate them. This requires extensive ethics training (Hagendorff 2023), 

transparency (Floridi 2021c), and a culture of continuous questioning and renewal 

(Rességuier and Rodrigues 2020) . 

 

2.4 The EU’s approach to AI Ethics and its international role 

This research examines the EU’s role in shaping international norms around AI 

Ethics. The EU's value-driven approach to AI Ethics has received a lot of attention 

from researchers. This chapter provides an overview of the EU’s existing approach 

to AI Ethics and its international role, identifying gaps that this research aims to 

address. 
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In his analysis, Larsson (2020) examines the use of ethics guidelines in AI 

governance and thereby closely scrutinizes the AI HLEG’s Ethics Guidelines for 

Trustworthy AI for the EC in this context. The author emphasizes the need to 

transition from principles to processes in AI governance and notes the temporal 

discrepancy between rapid technological advancements of AI systems and 

respective legal reforms (Larsson 2020). 

Birchfield et al. (2022) explore whether the EU has the potential to become a 

global leader in ethical and secure AI. The authors emphasize the importance of 

defining AI for the EU, compare the EU's technical competitiveness to that of the US 

and China, and draw on the concept of the 'Brussels Effect', which refers to the EU's 

regulatory influence on the international system. In order to access the European 

market, companies must comply with European standards and subsequently 

implement them globally (Bradford 2012). Birchfield et al. highlight the EU’s history 

of influencing non-European entities through standards and legislation, as 

demonstrated by the General Data Protection Regulation (GDPR) and the potential 

for the EU’s AI Act to exert regulatory influence (Birchfield et al. 2022). 

Similarly, Greenleaf (2021) argues that the AI Act could serve as a 

cornerstone in privacy protection, not only within Europe but also for international 

companies. He emphasizes the AI Act’s potential role (and responsibility) in 

providing clarity in the otherwise fragmented AI regulatory landscape. Once 

enacted, the AI Act is likely to influence AI legislation in countries beyond Europe 

(Greenleaf 2021). 

The EU's attempts to influence international AI Ethics, particularly through 

the AI Act, are examined by Feldstein (2023). He argues that the EU's swift action to 

pass the AI Act reflects its intention to shape global AI governance. Feldstein 

acknowledges the complexity of AI norm-building, including issues such as pacing 

and fragmentation, but recognizes the high potential of the AI Act to establish 

international norms. However, he raises concerns about international adoption 
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(Feldstein 2023). Ulnicane aims to answer questions regarding the development of 

the EU's AI policy and its positioning in comparison to other countries. To achieve 

this, she contrasts the concepts of ‘Normative Power Europe’ (Manners 2002) and 

the ‘Market Power Europe’ (Damro 2012). The author notes that the EU seeks to 

promote core norms such as peace and human rights, while leveraging its expensive 

single market to exert global influence. Additionally, she highlights the EU’s 

contributions, including its endorsement of the OECD's AI Ethics principles, which 

demonstrate its commitment to international collaboration (Ulnicane 2022). 

Justo-Hanani (2022) analyzes the development of the EU's regulatory policy 

on AI from 2017 to 2021. The research aims to determine the most suitable 

conceptual approach for understanding the EU's dedication to safeguarding 

consumer protection and fundamental rights. Justo-Hanani tests multiple 

hypotheses through three theoretical frameworks: economic competitiveness, 

institutional structure, and the policy preferences of domestic actors. This approach 

allows for the identification and evaluation of different stages of the policy-making 

process (Justo-Hanani 2022). 

The EU is also compared to other countries in AI-related research. In a 

comparison of national AI strategies, Roberts et al. (2023) finds that China prioritizes 

innovation and ‘common prosperity’. The EU's focus is on ethical outcomes and the 

protection of fundamental rights. According to Roberts et al., this offers the 

opportunity to learn from and adapt to each other (Roberts et al. 2023). 

This overview of various studies has shown that the EU is a popular research 

topic in the field of AI Ethics and has significant international influence. However, 

there are still gaps that this research aims to address.  

The impact of the EU's AI approach on the US is an area that is currently 

underrepresented in literature. Birchfield (2022), Greenleaf (2021) and Feldstein 

(2023) have commented on the EU’s potential to influence the international AI field 



International Norm Dynamics of AI Ethics: The Role of the European Union 

 

 

 

 

14 

through the AI Act. Hence, their research is especially focused on trying to predict 

future developments. This is speculative, though, as the AI Act is yet to be adopted 

by the EU. Moreover, this focus is general and not specifically on the influence on 

one specific country. In this context, Roberts et al. (2023) compared the EU’s and 

China’s AI strategies, while Justo-Hanani (2022) analyzed the EU’s policy-making 

process over time. However, a nuanced comparative analysis of the evolutionary 

approach to AI Ethics of both the EU and the US over time is missing. 

Understanding this relationship is essential, given the central role of the US in global 

AI developments. Moreover, although there is a general consensus that the policies 

of the EU may have global effects, it is still unclear how such influence occurs. For 

example, Roberts et al. (2023) provided a descriptive comparison of the AI strategies 

of the EU and China. The mechanisms of diffusion, which refer to how AI-related 

policies and approaches spread as well as influence each other, are not yet fully 

comprehended in the context of AI. Feldstein (2023) took initial steps in this area, 

but this study proposes a more detailed examination using process tracing and 

specific mechanisms based on diffusion theory. This could potentially establish 

causal diffusion mechanisms between global AI players, specifically in this case the 

EU and the US. 

In summary, this study aims to address three research gaps. Firstly, it will 

provide a focused comparison between AI Ethics approaches of the EU and the US. 

Secondly, it will analyze the historical perspective instead of a forward-looking 

approach. Lastly, it will examine the causal diffusion mechanisms concerning AI 

Ethics. The research question, ‘What is the influence of the EU’s AI Ethics approach 

on the US?’ aims at addressing these research gaps. The following chapter will 

provide a detailed explanation of how the research question will be addressed.  
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3 Research Design 

3.1 Theoretical Framework 

This chapter provides the theoretical framework for investigating the influence of 

the EU’s approach to AI Ethics on the US. The theories of Constructivism, 

Normative Power Europe and Diffusion will be explored in detail, highlighting their 

relevance and applicability to this thesis. 

3.1.1 Constructivism 

Constructivism offers a perspective to observe and understand international 

relations not only as primarily based on material power, but also by emphasizing 

the significance of norms, beliefs, and ideas in defining state behavior. This is the 

core of constructivist theory: the assumption that the structure of international 

politics is more of a social nature than strictly material based. According to Wendt, 

the structure of the international system is not predetermined but rather 

continuously produced and reproduced by the actions of its actors (Wendt 1999). As 

a result,  the identity and interests of these actors are defined by this structure, and 

are deeply interconnected through shared meanings and social values (Wendt 1992, 

1999). One of the core elements of constructivism is the role of norms in shaping 

state behavior. Norms are defined as ‘shared expectations about appropriate 

behavior given a particular identity’ (Finnemore and Sikkink 1998). Such norms are 

not just behavioral regularities but also carry a quality of 'oughtness' and are tied to 

a particular identity (Finnemore and Sikkink 1998). Constructivist scholars aim to 

comprehend how political actors establish and disseminate these shared 

understandings of norms. Wendt argues that norms play a crucial role in shaping 

states' perceptions of threats and opportunities, and, consequently, their actions on 

the international stage (Wendt 1999). 
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The Life Cycle of Norms, developed by Finnemore and Sikkink (1998), outlines 

the evolution of norms in international relations through three stages: norm 

emergence, norm cascade, and norm internalization. Initially, ‘norm entrepreneurs’ 

promote new norms and try to gain acceptance from a critical mass of state leaders. 

During this phase, international organizations play a critical role as a platform for 

norm entrepreneurs. Once a tipping point is reached (about 1/3 of the actors accept 

the norm), the norm cascade phase begins, leading to broad acceptance of the norm 

due to pressures such as the desire for international legitimacy and conformity. 

Finally, during the norm internalization phase, these norms become so universally 

accepted that they are taken for granted (Finnemore and Sikkink 1998).  

According to a constructivist perspective, persuasion is the primary 

mechanism for constructing and reconstructing these social norms. The persuasive 

power of a norm lies in its ability to outweigh competing norms and interests. 

Framing plays a crucial role in persuasion by providing a meaningful context that 

guides the audience towards the desired response or behavior. Frames not only 

describe the world but also offer ways to act within it (Payne, 2001). Rules, 

standards, and principles are embedded in norms on different levels. Rules provide 

clear behavioral expectations based on set conditions, while standards require a 

post-hoc evaluation of behavior based on broader criteria or underlying policies. 

They do not suggest a specific action but set a benchmark for evaluating how 

appropriate it is. Principles are the most general of the three categories, providing 

broad guidelines for future actions without suggesting a definite normative 

outcome. They offer guidance, while leaving room for interpretation. Together, 

these three categories help in understanding the depth or specificity of norms 

(Finnemore and Hollis 2016). 

3.1.2 Normative Power Europe 

In the discourse of constructivism and norms, the concept of ‘Normative Power 

Europe’ (NPE) emerged. Ian Manners initiated this concept to underscore the EU's 
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role as a transformative force capable of shaping global politics' conceptions of 

'normal,' rather than just an economic or political actor (Manners 2002). The origin 

of NPE can be traced back to the concept of ‘civilian power’. Bull (1982) 

conceptualized this idea, suggesting that some international entities, such as the EU, 

exert influence not only through military means but also through economic and 

diplomatic instruments. The EU’s normative power is rooted in its history and 

general mode of global interaction. After World War II, the EU was formed with the 

aim of reshaping Europe through collaboration and unity. In the process, a strong 

commitment to values such as peace, liberty, democracy, the rule of law, and human 

rights was put. These values not only shape its internal workings but also influence 

its external interactions, defining its unique identity in the global arena (Manners 

2002). 

The concept of NPE is centered around various diffusion mechanisms of 

norms. The uniqueness of the EU may inspire emulation through contagion in other 

parts of the world. Through informational diffusion, the EU communicates its 

principles during diplomatic and multilateral conversations, subtly influencing 

external agendas. This influence is further enhanced by procedural diffusion, which 

highlights the EU’s inherent normative tendencies during external interactions. 

Moreover, in its external relations, whether it be trade, aid, or strategic partnerships, 

there is a transference of its core values, often accompanied by terms that encourage 

alignment with its norms. Although overt diffusion via sanctions, for example, is less 

frequent, it remains a tool in the EU’s arsenal. It is important to recognize that the 

cultural filter - how external actors interpret and adopt EU norms - is deeply affected 

by the respective actor’s individual historical and cultural context which has an 

influence of the effectiveness of the EU’s normative power. Countries that have 

historical ties with the EU and share similar values or political systems are more 

likely to be receptive to the EU’s normative messages (Manners 2002). 
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3.1.3 Diffusion 

The concept of diffusion is central in understanding how and why policies, ideas, 

norms, and innovations flow across countries and regions. As Rogers et al. define it, 

diffusion is generally “the process by which an innovation is communicated 

through certain channels over time among the members of a social system” (Rogers 

et al. 2009). Political diffusion is characterized by decisions in one country being 

systematically influenced by prior policy choices made in other countries. This 

interdependence allows for a focus on the specific mechanisms that lead to the 

spread of policies, rather than the outcome (Gilardi 2013). Generally, literature 

identifies four broad categories of diffusion mechanisms: coercion, competition, 

learning, and emulation (Gilardi 2013). 

Competition is defined as “the process whereby policy makers anticipate or 

react to the behavior of other countries in order to attract or retain economic 

resources” (Gilardi 2013). The focus is clearly on economic benefits. However, this 

can lead to a downward spiral, where countries lower their standards or regulations 

to attract business (Gilardi 2013). It is important to note that this is not always the 

case. An open economy does not necessarily result in fewer domestic regulations 

(Elkins et al. 2006; Vogel 2009). On the contrary, countries may increase their 

domestic standards in response to international market pressures (Vogel 2009). 

Competitive diffusion often leads to the introduction of standards, principles, and 

laws in order to seemingly adhere to international standards. However, this does 

not guarantee implementation. The term 'ethics shirking' or 'ethics bluewashing' 

(Cao and Prakash 2012) was previously used to describe this phenomenon. Gilardi 

defines learning as “the process whereby policy makers use the experience of other 

countries to estimate the likely consequences of policy change” (Gilardi 2013). Policy 

makers hold certain beliefs about policy outcomes, but when presented with 

evidence from other countries (both positive and negative in nature), these beliefs 

may change, leading to corresponding changes in action. In this context, it has been 



Jerome Harrison    

 

 

19 

observed that countries are more likely to adopt policies that are perceived as 

successful in other countries (Meseguer and Gilardi 2009; Elkins et al. 2006). A 

potential problem in the context of learning is cognitive bias and subjectivity 

(Weyland 2009). This bias can be strongly influenced by ideological beliefs, which 

can lead to selective learning (Shipan and Volden 2008; Gilardi 2010). Learning from 

other countries is a common diffusion mechanism. However, it may not always 

serve the public interest of the adopting country objectively due to bias problems.  

Emulation refers to “the process whereby policies diffuse because of their 

normative and socially constructed properties instead of their objective 

characteristics” (Gilardi 2013). In the case of emulation, political actors decide based 

on ‘appropriateness’ as opposed to ‘consequences’ (Checkel 2005; Gilardi 2013). 

Therefore, emulation is less about outcome than other diffusion mechanisms. 

Emulation is primarily concerned with norms and they typically follow the Life Cycle 

of Norms: the emergence, its widespread acceptance, and its eventual universal 

internalization of a norm (Finnemore and Sikkink 1998). It is a challenge to fully 

understand the norms in question; therefore, a qualitative analysis is often needed 

(Weyland 2009; Brooks 2005). 

Coercion in the international context refers to powerful entities pressuring 

states to adopt certain policies through a mechanism called ‘conditionality’ (Gilardi 

2013). For instance, international financial institutions often tie financial aid to 

neoliberal reforms (Biersteker 1990). Similarly, the EU requires broad reforms and 

the adoption of EU laws for new members (Schimmelfennig and Sedelmeier 2004). 

However, the effectiveness of such strategies is debated. Some studies suggest 

limited success in achieving desired reforms (Brooks 2005; Weyland 2009). 

Bradford’s concept of the ‘Brussels Effect’ is a mixture of various forms of diffusion 

mechanisms. Bradford describes how the EU promotes de facto influence by 

requiring global companies to adhere to EU regulations in the European market, as 

well as de jure influence by non-EU jurisdictions to adopt regulations similar to 
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those of the EU. Bradford (2012) suggests that when non-EU jurisdictions lack 

legislation on a particular topic, they are more likely to emulate the EU's legislation. 

The ‘Brussel’s Effect’ therefore represents a combination of competitive, learning, 

and emulative diffusion mechanisms (Bradford 2012). 

3.1.4 Combined Theoretical Framework 

This chapter outlines the benefits of individual theories for this research and 

explains why a combined theoretical framework is deemed useful for the research 

purpose. 

Constructivism emphasizes the importance of shared norms, ideas, and 

beliefs in the international system, making it a suitable lens for this research. As 

outlined in the literature review, AI governance and its respective challenges 

require states to enhance their international cooperation. This means, that 

individuals will need shared norms, ideas, and beliefs. Constructivism and in 

particular the Life Cycle of Norms help us to understand how these shared AI-

related beliefs and norms emerge and evolve within the international system.  

The Normative Power Europe concept assumes that the EU, based on a 

strong commitment to values and human rights, has a unique international position 

with regards to influencing what is perceived to be ‘normal’. This shall be an 

underlying assumption of this research, too. Hence, this research assumes that the 

EU is uniquely capable of influencing what is perceived to be ‘normal’ in the realm 

of AI Ethics.  

The concept of diffusion provides insights into how and why ideas, policies 

and norms move within the international system. To better understand the impact 

of the EU's approach to AI Ethics on the US, it may be useful to operationalize the 

diffusion mechanisms of coercion, learning, emulation, and competition. This could 

provide insights into the causal relationships between the two. 
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As this research is multilayered, a combined theoretical framework can be 

beneficial. The interplay of the theories is particularly relevant when addressing AI 

Ethics related questions. This area is not solely concerned with technological 

advancement but is deeply embedded in societal values, beliefs, and standards. 

Understanding the creation of norms (Constructivism), the unique normative 

influence of the EU (NPE), and the processes that allow these norms to spread 

(Diffusion) provides a natural flow and equips this research with a comprehensive 

combined theoretical framework. 

 

3.2 Hypotheses 

The theoretical framework discussed provides potential underlying assumptions 

for the research to explore. In order to do so, in the empirical analysis, the research 

will test a variety of hypotheses embedded within the theoretical framework. 

 H1: The EU perceives itself as a norm entrepreneur with regards to AI, actively promoting 

its ethical approach in the international system. 

Constructivism emphasizes the role of norms, ideas, and beliefs within the 

international system. The Life Cycle of Norms suggests that norm entrepreneurs 

attempt to promote their beliefs globally in the beginning of a norm's life cycle. The 

Normative Power Europe concept assumes that the EU inherently acts as a norm 

entrepreneur. These assumptions are applied to AI Ethics in H1.  

H2: The US adopts a similar approach to AI Ethics due to coercive pressure from the EU. 

The diffusion mechanism coercion is rooted in a mechanism referred to as 

conditionality. When looking at the AI Ethics relationship between the EU and the 

US, it is possible that diffusion is at play. Therefore, it will be investigated through 

H2. 
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H3: The US adopts a similar approach to AI Ethics based on learning from the EU’s 

experiences and frameworks. 

This hypothesis refers to the diffusion mechanism of learning. In the case of AI 

Ethics, the US could perceive the EU’s approach as successful and therefore worth 

imitating. This potential mechanism will be tested via H3. 

H4: The US emulates a similar approach to AI Ethics as the EU’s due to a perception of 

appropriateness. 

In the case of emulation, political actors base their decisions on appropriateness 

rather than a specific outcome. In the case of AI Ethics, the US could perceive the 

EU’s approach to AI Ethics as appropriate and therefore decide to shift towards it. 

This potential mechanism will be tested through H4. 

H5: The US adopts a similar approach to AI Ethics to the EU’s in response to competitive 

pressure. 

The competition diffusion mechanism assumes that countries adopt policies from 

other countries in order to maximize economic benefits. In this research, the US 

might perceive as economically beneficial to adopt a similar approach to AI Ethics 

as the EU’s. Therefore, this potential mechanism will be tested via H5. 

 

3.3 Methodology 

3.3.1 General approach 

When studying diffusion, researchers must decide whether to use quantitative or 

qualitative research methods. Both approaches offer advantages and challenges, 

especially in capturing the mechanisms of diffusion processes. Quantitative 

methodologies are useful for identifying the presence and strength of diffusion 

processes across multiple countries. They can systematically capture the existence, 
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relevance, and general direction of diffusion. Statistical techniques can be used to 

analyze the facilitating or hindering factors of diffusion, particularly those of 

temporal nature (Jahn 2022). Moreover, quantitative approaches, when based on 

clear theoretical frameworks and careful empirical testing, can provide valuable 

insights into social phenomena (King et al. 2021). However, while quantitative 

methods are effective at identifying the 'what' and 'how much' of diffusion, they are 

weaker at identifying the underlying causal mechanisms. This is where qualitative 

approaches excel, as they can zoom into specific scenarios and explore nuanced 

causal relationships (Starke 2013). They emphasize the micro-level explanations of 

individual actors, making it better suited to understand underlying causal 

mechanisms and differentiate them from correlation (Gerring 2005; Hedström and 

Ylikoski 2010). Therefore, a qualitative approach is selected to identify the effect of 

the EU's AI ethics approach on the US and underlying diffusion mechanisms, which 

requires a causal relationship. In this context, process tracing is a particularly 

suitable method (Jahn 2022; Starke 2013). 

3.3.2 Process Tracing 

Process tracing is a powerful method to trace and understand the causal sequences 

and diffusion mechanisms. Collier defines it as “the systematical examination of 

diagnostic evidence selected and analyzed in light of research questions and 

hypotheses posed by the investigator” (Collier 2011). In his framework for process 

tracing, Collier differentiates between three distinct characteristics of process 

tracing. First, process tracing focuses on evidence to infer causality. This evidence is 

often referred to as causal-process observations (CPOs). Second, while process 

tracing seeks to unravel causal mechanisms, a careful description remains highly 

important as it serves as the foundation for making causal observations. Third, 

sequences of independent, dependent, and intervening variables are a core 

component of process tracing (Collier 2011). At its core, process tracing aims to 

determine why and how (evidence) certain events (description) evolved over time 
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(sequences). In many studies, the causal link between an independent variable and 

its respective outcome remains unclear. This is often referred to as the ‘black box’ of 

causality (Trampusch and Palier 2016). In process tracing, ‘causal mechanisms’ are 

conceptualized as a continuous sequence of cause and effect, initiated by entities, 

linking a possible cause to its anticipated result and thereby ‘opening’ the black box 

of causality (Beach and Pedersen 2019). Beach and Pedersen (2019) distinguish 

between four distinct types of process tracing, each of which serve a unique function 

in research. All types require knowledge about an outcome. 

• Theory-testing Process-Tracing: In this case, hypothetical causal mechanisms are 

conceptualized based on existing theory and empirical research. Research 

collects and assesses empirical evidence in order to evaluate if the expected 

mechanisms are present and function according to the tested theory. 

• Theory-Building Process-Tracing: In this case a cause (or a set of causes) is tried 

to be connected to a given outcome without prior knowledge of potential linking 

mechanisms. Therefore, the goal is to identify these mechanisms. 

• Theoretical-Revision Process-Tracing: This type is concerned with mechanisms 

in deviant cases. It tries to answer why mechanisms that should have been in 

place but did not work out and thereby identify potentially hidden conditions 

for the respective mechanisms to work out. 

• Explaining-Outcome Process-Tracing: This seeks to explain the causal 

mechanism in a specific case where the outcome is already known, whether 

empirical or theoretical. The goal is to find answers to puzzling outcomes or 

theoretically unexpected outcomes. 

As previously mentioned, process tracing aims to identify causality, and description 

plays an important role in achieving this goal. To comprehend the sequence of 

events, each step must be precisely described. This descriptive sequencing can then 

be used to construct a detailed timeline that chronologically captures the events 

relevant to the research. The timeline and sequences can be used to trace and analyze 
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the causal mechanisms that lead to the examined outcome. This can help identify 

critical junctures or turning points (Collier 2011). 

Qualitative evidence tests were first introduced to prove causality in general 

(van Evera 1997) and later adopted for process tracing (Collier 2011; Mahoney 2012). 

They are an essential tool for identifying causal mechanisms between sequences of 

events and working towards explaining outcomes. Their different layers help to 

systematically evaluate the validity and strength of the evidence. This helps to open 

the black box of causality and thereby accept or deny the respective hypothesized 

causal mechanisms. There are four levels of evidence tests (van Evera 1997; Collier 

2011; Mahoney 2012): 

• Straw-in-the-Wind Tests: With the help of this test, the plausibility of a 

hypothesis can either be increased or decreased, but they are not decisive on 

their own due to weak evidence. Therefore, they do not provide necessary 

or sufficient criteria for accepting or rejecting a hypothesis. In the example 

‘X murdered Y’, evidence for passing this test could be that X has a motive 

to murder Y. This test alone is not sufficient to accept or reject a hypothesis. 

It is the weakest of the four tests. However, if a hypothesis passes multiple 

straw-in-the-wind tests, it accumulates significant evidence. 

• Hoop Tests: As the name already suggests, a hypothesis must ‘jump through 

the hoop’, hence meet a specific criterion to pass the test. When evidence fails 

to meet this criterion, the corresponding hypothesis can be ruled out. In the 

given example, the absence of an alibi for X would serve as evidence for 

passing the test. Although passing the test does not entirely confirm the 

hypothesis, the necessary criteria for the hypothesis to be true are met. 

Compared to straw-in-the-wind tests, passing hoop tests has stronger 

implications, because it significantly weakens the plausibility of rival 

hypotheses. 
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• Smoking-Gun Tests: As the name suggests, this test searches for strong and 

direct evidence, similar to finding a suspect with a smoking gun at the crime 

scene. In the given example, this would mean that X is found with a smoking 

gun at the crime scene. If this is the case, it provides a sufficient but not 

necessary criterion for accepting the hypothesis. Therefore, the given 

hypothesis is strongly supported. However, failure to find such evidence 

does not necessarily mean that the hypothesis is rejected.  

• Doubly Decisive Tests: To pass this test, the evidence must align perfectly 

with the hypothesis, making it both necessary and sufficient for the 

hypothesis to be true. For the given example, this could mean a video 

recording clearly identifying X as the murderer. In this case the hypothesis 

would fully confirm, and eliminate all other possibilities. However, such 

evidence is rare in social science.  

This analysis will only perform hoop tests, smoking-gun tests, and doubly decisive 

tests. Straw-in-the-wind tests are excluded as they do not provide sufficient 

evidence for causal inference. Although hoop tests also do not meet the criteria for 

causal inference, they are useful in setting the criteria for seeking evidence to 

support the respective hypothesis. Moreover, in the context of this research, hoop 

tests serve a very specific function that will be explained in the following chapter. 

 

3.4 Operationalizing the Hypotheses 

To answer the research question, ‘What is the effect of the EU’s AI Ethics approach 

on the US?’, this empirical analysis of this research is divided into three stages. The 

first stage provides a systematic overview of the EU’s approach to AI Ethics over 

time to establish an empirical basis. In this process, the research aims to validate H1 

and provide evidence that the EU perceives itself as a global norm entrepreneur in 

the field of AI Ethics. In the second stage, a systematic analysis of the US’s approach 

to AI Ethics will be performed (mirroring the previous analysis of the EU for 
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comparability). Based on both analyses, in the third stage, this research will dive 

into H2-H5 and aim to a) identify if the US’s approach to AI Ethics has shifted 

towards the EU’s approach. If such a shift has occurred, this research b) will identify 

potential diffusion mechanisms that explain why. This research is comparative in 

nature. It is situated within an X-centered research design. The goal is to determine 

the effect the explanatory variable (the EU’s approach to AI Ethics) has on the 

dependent variable (the US’s approach to AI Ethics). The literature review 

highlights the EU’s global influence in the field of AI Ethics and its unique 

normative role within. Moreover, as the Normative Power Europe concept 

demonstrates, the EU has a unique normative role within the international system. 

Therefore, this research design chose the EU as a case and its approach to AI Ethics 

as the explanatory variable. The US was also chosen due to a) its close ideological 

proximity (and therefore a higher expectation of diffusion (Gilardi 2013; Manners 

2002)) and b) its important global role with regards to AI. The US currently holds 

the top spot in the most recent Global AI Index, which ranks countries based on 

investment, innovation, and implementation criteria (Tortoise 2023). 

 

Stage 1: Empirical analysis of the EU’s approach to AI Ethics 

H1: The EU perceives itself as a norm entrepreneur with regards to AI, actively promoting 

its ethical approach in the international system. 

The first stage has two objectives. A) Validating the basic assumption of the H1, 

which is based on the concept of Normative Power Europe, that the EU seeks to 

influence other countries regarding AI Ethics and perceives itself as a respective 

norm entrepreneur. B) As outlined in the process tracing chapter, it is essential to 

capture and describe relevant sequences for the research. The second objective is to 

provide a detailed overview of the EU's approach to AI Ethics over time. This is 

crucial because it creates the empirical foundation for comparing the US approach 

to AI Ethics. To create this foundation, this empirical foundation will conduct a 
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systematic analysis of official EU AI-related documents. The selection criteria for 

these documents are: 

• Date of publication: January 2018 – August 2023 

• Source: https://digital-strategy.ec.europa.eu – this is the digital repository of 

official digital-related documents of the EU 

• Type of document: Official policy document that specifically has AI as a topic, 

not directed at a specific sector or field but at AI in general; only EU-level 

documents, no national documents 

These documents are then analyzed through ‘skimming (superficial examination), 

reading (thorough examination), and interpretation’ (Bowen 2009). Relevant text 

passages will be identified in the process based on pre-defined codes. The following 

codes will be used in the analysis: 

 

Table 1: Codes and categories for the analysis of EU documents 

Code name Category 

E1 Any ethical principle/value that is mentioned 

E2 Any AI-related risk/challenge that is mentioned 

E3 Recommended AI Ethics related action 

E4 AI Ethics related definition 

E5 Self-perception of the EU as a potential AI Ethics norm-

entrepreneur 

E6 AI Ethics related coercive pressure of the EU 

Source: author’s own. 

E1-E4 seek to capture the different facets of the EU’s approach to AI Ethics. E5 

specifically aims to validate H1. E6 serves to gather evidence for H3. The results are 

presented in chronological order, which is in line with the logic of process tracing 

which evaluates evidence over time. 
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Stage 2: Empirical analysis of the US’s approach to AI Ethics 

The second stage is a mirrored analysis of the US’s approach to AI Ethics. The 

objective here is to provide an overview of the US’s approach to AI Ethics over time. 

This is essential as it provides the empirical basis for sequences against which the 

EU’s approach to AI Ethics can be compared. Consequentially, a qualitative 

document analysis of relevant US documents will be performed, following the same 

structure as the analysis of the EU documents. The following document selection 

criteria will be applied: 

• Date of publication: January 2018 – August 2023 

• Source: https://ai.gov – this is the digital repository of official AI-related 

documents of the US 

• Type of document: Official policy document that specifically has AI as a topic, 

not directed at a specific sector or field but at AI in general; only federal-level 

documents, no state documents 

These documents will then also be analyzed through ‘skimming (superficial 

examination), reading (thorough examination), and interpretation’ (Bowen 2009). 

Relevant text passages will be identified in the process based on pre-defined codes. 

As shown in Table 2, the following codes will be used in the analysis. 

U1-U4 reflect the codes used in the analysis of EU documents and seek to 

capture different facets of the US’s approach to AI ethics. U5 aims to identify 

potential references to the EU that could serve as evidence for H2-H5. U6 will gather 

evidence for H4, U7 for H5 and U8 for H3. Mirroring the analysis of the EU, the 

findings will be presented chronologically for comparability. 
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Table 2: Codes and categories for the analysis of US documents 

Code name Category 

U1 Any ethical principle/value that is mentioned 

U2 Any AI-related risk/challenge that is mentioned 

U3 Recommended AI Ethics related action 

U4 AI Ethics related definition 

U5 Mention of the EU 

U6 Mention of international cooperation 

U7 Any mention that highlights competitive pressure 

U8 Any mention that highlights coercive pressure 

Source:  author’s own. 

 

Stage 3: Analysis of the influence of the EU’s approach on the US and potential 

diffusion mechanisms 

The objective of the third step is twofold. A) It seeks to identify if the US’s approach 

to AI Ethics has shifted toward the EU approach, and b) if that is the case, it seeks 

to identify potential diffusion mechanisms that might explain why this shift has 

occurred. This raises the problem that, at the beginning of this stage, the outcome is 

not yet specified. However, each of the four types of process tracing aims to analyze 

cause-outcome effects, which requires prior knowledge of the outcome. This 

establishment of the outcome is in line with objective a). In order to do so, the US 

approach to AI Ethics will be closely compared with that of the EU over time. In this 

context, a detailed timeline will be constructed that provides an overview of the 

chronology of both the EU’s and the US’s approaches to AI Ethics. The 

establishment of the potential outcome (shift of the US’s approach to AI ethics 

towards the EU’s approach to AI Ethics) will be tested for each hypothesis using a 

hoop test. If the hoop test is passed and a shift in the US approach to AI Ethics 

towards the EU approach is observed, the analysis will move on to the second 
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objective of stage three – identifying potential diffusion mechanisms that could 

explain this shift. At this point in the research the explanatory variable is no longer 

the EU’s approach to AI Ethics anymore. The question is: Does X (explanatory 

variable: coercion, learning, emulation, competition) cause X (the potential shift 

from the US’s approach to AI Ethics to the EU’s approach)? By operationalizing the 

four broad mechanisms of diffusion via H2-H5, process tracing is theory-testing, as 

it seeks to test the validity of the diffusion mechanisms in the context of a given 

outcome. The objective is to establish causal diffusion mechanisms via smoking-gun 

and/or doubly decisive tests. 

The testable evidence will be based on the document analysis of both the 

EU’s and the US’s approaches to AI Ethics. Process tracing is an iterative process 

that requires some flexibility. If potential new evidence emerges during the 

document analysis, this evidence may need to be addressed additionally. An 

example would be joint declarations or ethical principles of an independent 

international organization that have been signed by both parties. This new evidence 

would again be analyzed via qualitative document analysis. 

The following evidence tests will be applied for each hypothesis: 

H2: The US adopts a similar approach to AI Ethics due to coercive pressure from the EU. 

• Hoop Test: The US changes its approach to AI Ethics, moving closer to the EU’s 

approach. 

• Smoking-Gun Test: The US changes its AI Ethics approach and thereby moves 

towards the EU’s approach, shortly after coercive pressure from the EU. 

• Doubly Decisive Test: Direct statements in official documents confirming 

alignment with the EU’s AI Ethics approach in response to EU coercion. 

H3: The US adopts a similar approach to AI Ethics based on learning from the EU’s 

experiences and frameworks. 
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• Hoop Test: The US changes its approach to AI ethics, moving closer to the EU's 

approach.  

• Smoking-Gun Test: The US changes its approach to AI ethics, moving toward 

the EU's approach, shortly after citing the EU's successful approach to AI ethics.  

• Doubly Decisive Test: Direct statements in official US documents confirming the 

adoption of a similar approach to AI Ethics based on learning from the EU’s 

experiences and frameworks. 

H4: The US emulates a similar approach to AI Ethics as the EU’s due to a perception of 

appropriateness. 

• Hoop Test: The US changes its approach to AI ethics, moving closer to the EU's 

approach. 

• Smoking-Gun Test: The US makes changes to its AI Ethics, thereby moving 

towards the EU’s approach, and justifies the change on the basis of 

appropriateness. 

• Doubly Decisive Test: Direct statements in official US documents confirming 

alignment with the EU’s AI Ethics approach for appropriateness.  

H5: The US adopts a similar approach to AI Ethics to the EU’s in response to competitive 

pressure. 

• Hoop Test: The US changes its approach to AI ethics, moving closer to the EU's 

approach. 

• Smoking-Gun Test: The US makes changes to its AI Ethics and thereby moves 

towards the EU’s approach, shortly after acknowledging the competitive 

benefits of promoting ethical AI principles. 

• Doubly Decisive Test: Direct statements in official US documents confirming the 

adoption of an AI Ethics approach similar to the EU’s in response to competitive 

pressure. 
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3.5 Limitations of the Research Design  

A key limitation is the full reliance on documents as a source throughout the 

analysis. While this thesis seeks to provide robustness through a structured and 

focused comparative approach, it must be acknowledged that important evidence 

could be missed by relying solely on documents. For example, important documents 

may be missed during the document scoping phase. It is also very likely that 

additional evidence exists outside of the documents. This is especially the case in 

diffusion analysis, as it is strongly about the underlying motivations of political 

actors, which are not always reflected in officially released documents. Moreover, 

qualitative approaches always leave room for interpretation and, thus, for 

interpretative bias. Different individual backgrounds, prior knowledge, or research 

goals may lead to different interpretations. As noted above, the complex concepts 

of AI Ethics can be challenging in this context. Drawing direct links between 

observed data and abstract terms may not always be straightforward. While the 

evidence tests do add robustness, they are inherently qualitative in design and 

interpretation due to the subjectivity of the author, and therefore also prone to bias. 

Another limitation is the focus on the EU and the US. Because of this focus, 

other potential influences on the US’s approach to AI Ethics may be overlooked. In 

addition, the research findings are not necessarily generalizable. Moreover, while a 

chronological timeline helps to understand the sequence of events, it may 

unintentionally overemphasize temporal connections. These sequences need to be 

evaluated carefully, so that causation is not automatically inferred from chronology 

alone. This is where evidence testing and process tracing can help identify causal 

mechanisms. 

And finally, AI systems are evolving rapidly, and so is AI Ethics. The author 

acknowledges that this thesis and its findings capture only a specific temporal 

snapshot of a highly dynamic field. As a result, the conclusions may have limited 

applicability as the field evolves.  
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4 Empirical Analysis 

As outlined previously, the empirical analysis of this research is divided into three 

stages. The first stage involves a systematic analysis of the EU’s approach to AI 

Ethics over time. The objective is to validate H1 and provide evidence that the EU 

perceives itself as a global norm entrepreneur in the field of AI Ethics. It will also 

provide the empirical basis for a comparative analysis in the third stage. In the 

second stage, a systematic analysis of the US approach to AI Ethics will be 

performed (thereby mirroring the previous analysis of the EU for comparability). 

Stage three dives into H2-H5 and seeks to a) identify if the US’s approach to AI 

Ethics has shifted toward the EU approach and, if so, b) identify potential diffusion 

mechanisms that explain why such a shift has occurred. 

 

4.1 The EU’s approach to AI Ethics 

This chapter conducts the first stage of the empirical analysis. This includes an 

analysis of a) how the EU’s approach to AI Ethics has evolved over time, and b) 

what the self-perception of the EU is in terms of AI Ethics and respective AI 

Governance. To this end, the analysis will closely follow the operationalization as 

outlined in the previous chapter. As a first step, the following documents were 

identified based on the selection criteria as seen in Table 3. 

Next, the document analysis method of ‘skimming, reading, and 

interpretation’ Bowen (2009) will be applied. During skimming and reading, 

relevant text passages are categorized according to the coding scheme in Figure 1. 

The codes help to highlight the EU’s ethical principles, AI concerns, proposed 

ethical AI actions, how the EU defines AI Ethics terms, and its view of its global role 

in AI Ethics. The findings of these text passages will then be filtered and interpreted. 
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The results of this interpretation will be presented in chronological order, following 

the logic of process tracing, which evaluates evidence over time. 

 

Table 3: Documents selected for the analysis of the EU’s approach to AI Ethics 

No. Title Date 

1 Artificial Intelligence for Europe (European Commission 

2018a) 

25.04.2018 

2 Coordinated Plan on Artificial Intelligence (European 

Commission 2018b) 

07.12.2018 

3 Ethics Guidelines for Trustworthy AI (AI HLEG 2019a) 19.04.2019 

4 Policy and Investment Recommendations for Trustworthy 

AI (AI HLEG 2019b) 

26.06.2019 

5 White Paper: On Artificial Intelligence – A European 

approach to excellence and trust (European Commission 

2020) 

19.02.2020 

6 Coordinated Plan on Artificial Intelligence 2021 Review 

(European Commission 2023a) 

21.04.2021 

7 Laying down harmonized rules on Artificial Intelligence 

(Artificial Intelligence Act) and amending certain union 

legislative acts (European Commission 2021) 

21.04.2021 

Source:  author’s own. 

Due to the large amount of information gathered during the skimming and 

reading phase, it is located in the appendix of the thesis1. Each relevant text passage 

                                                      
1 The passage numbers mentioned can be found in the appendix, which can be accessed via the 

following link: https://ib.uni-koeln.de/sites/jaeger/publikationen/aipa/8_Appendix_AIPA_12024.pdf. 
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is listed, numbered, and categorized. For traceability and transparency, this analysis 

will refer to passage numbers in square brackets throughout the analysis. 

 

Document analysis of the EU’s approach to AI Ethics 

The European Commission’s (EC) Communication ‘Artificial Intelligence for 

Europe’ (April 2018) serves as the initial specifically AI-related strategic document 

issued by the EU. It is essentially two-fold in nature: first, it highlights the need for 

the EU to be competitive in the realm of AI. It urges increased investment in AI 

research and innovation, calls for a coordinated approach among members, and 

emphasizes the significance of preparing Europe’s workforce for an AI-driven 

future. It also highlights on several occasions that AI must be developed and 

deployed based on European values [2, 3, 8, 17, 22, 23] and fundamental rights [2, 3, 

8, 10, 14, 22] due to the multifaceted risks that AI can pose [11, 12]. Trust emerges 

for the first time as a key principle [7, 10, 11]. The Explainability [11] of AI is 

identified as a precondition for trust and is therefore also highlighted. Moreover, 

the document introduces the concept of a human-centric [4] approach to AI. Several 

other principles necessary for the development and deployment of AI are 

mentioned throughout the document: safety [12, 14, 15], security [14, 15], inclusion 

[4, 5, 14], transparency [2, 11, 14], non-discrimination [5, 14], privacy, dignity, and 

fairness [14]. However, none of these principles/values are specifically defined. This 

will be the task of draft AI Ethics guidelines to be developed [3, 13, 14]. Regarding 

the self-perception of the EU as a global champion of AI Ethics, the document 

provides first evidence: the EU clearly positions itself as a potential international 

norm entrepreneur for AI Ethics based on its values [17-23]. 

This self-perception is further emphasized in the ‘Coordinated Plan on 

Artificial Intelligence’ (December 2018), the next AI-related strategic document 

published by the EC. Here, it clearly states that the EU intends to promote an ethical 
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approach to AI globally [35, 36, 38]. The document serves as a call for a coordinated 

approach to AI among EU member states in order to be internationally competitive. 

Investment, research and innovation, skills and education, as well as data and 

infrastructure are highlighted as essential for competitivness. Moreover, the term 

‘Trustworthy AI’ [25] is introduced, where trust is defined as being predictable, 

responsible, verifiable, respecting fundamental rights, and following ethical rules 

[30]. Together with human-centric AI, it is affirmed as central to the development of 

AI [24, 35]. In addition, this document suggests that an AI specific regulatory 

framework may be needed to ‘promote innovation while ensuring high levels of 

protection and safety’ [33]. 

The ‘Ethics Guidelines for Trustworthy AI’ (April 2019), produced by the EC 

appointed High-Level Expert Group on Artificial Intelligence (AI HLEG), serves as 

a foundational document for the EU’s understanding of AI Ethics and introduces 

multiple definitions of relevant terms. ‘Trustworthy AI’ is identified as the 

‘foundational ambition’ [41] of AI systems and is broken down into three necessary 

but not sufficient components [45]:  

• lawful (compliance with applicable law and regulation) 

• ethical (adherence to ethical principles and values) 

• robust (technically and socially) 

The guidelines focus on the ethical and robust components. Ethical AI is ‘used to 

indicate the development, deployment, and use of AI that ensures compliance with 

ethical norms, including fundamental rights of specific moral entitlements, ethical 

principles, and related core values’ [98]. Robust AI is described as follows: 

Robustness of an AI system encompasses both its technical robustness (appropriate 

in a given context, such as the application domain or life cycle phase) as well as its 

robustness from a social perspective (ensuring that the AI system duly takes into 

account the context and environment in which the system operates). This is crucial 

to ensure that, even with good intentions, no unintentional harm can occur. [100]  
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Further, it lists four ethical principles necessary for a trustworthy development, 

deployment, and use of trustworthy AI [66]:  

• Respect for human autonomy 

• prevention of harm 

• fairness 

• explicability 

Human-centric AI is at the core of respecting human autonomy and is defined as:  

The human-centric approach to AI strives to ensure that human values are central 

to the way in which AI systems are developed, deployed, used and monitored, by 

ensuring respect for fundamental rights, including those set out in the Treaties of 

the European Union and Charter of Fundamental Rights of the European Union, all 

of which are united by reference to a common foundation rooted in respect for 

human dignity, in which the human being enjoy a unique and inalienable moral 

status. This also entails consideration of the natural environment and of other living 

beings that are part of the human ecosystem, as well as a sustainable approach 

enabling the flourishing of future generations to come. [99] 

Prevention of harm includes the protection of human dignity and integrity, safe, 

secure, and robust AI systems, and a special focus on potentially vulnerable persons 

[68]. Fairness consists of equal and fair distribution of benefits and costs, freedom 

from unfair bias, discrimination, and stigmatization, equal access, and freedom of 

choice. Furthermore, it includes the ability to seek redress against AI based decisions 

[69]. Explicability is strongly based on the transparency of the respective AI system 

in terms of its capabilities, purpose, and decision-making [70]. 

The guidelines translate these ethical principles into seven actionable 

requirements, each which is being described in detail [72-93]: 

• Human agency and oversight, including fundamental rights, human agency, 

and human oversight. 

• Technical robustness and safety, including resilience to attack and security, fall 

back plan and general safety, accuracy, reliability, and reproducibility. 

• Privacy and data governance, including respect for privacy, quality and 

integrity of data, and access to data. 
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• Transparency, including traceability, explainability and communication. 

• Diversity, non-discrimination, and fairness, including the avoidance of unfair 

bias, accessibility and universal design, and stakeholder participation. 

• Societal and environmental well-being, including sustainability and 

environmental friendliness, social impact, society, and democracy. 

• Accountability, including auditability, minimization and reporting of negative 

impacts, trade-offs, and redress. 

The second deliverable of the AI HLEG was the ‘Policy and Investment 

Recommendations for trustworthy AI’ (July 2019), which mainly addresses the first 

component (lawful) of trustworthy AI and translates the ethical guidelines into 

actionable policy and investment recommendations. It also provides specific 

regulatory recommendations based on the guidelines. In this context, a risk-based 

approach to the regulation of trustworthy AI is introduced [137, 143, 169], according 

to which risks, and the corresponding regulatory response should be categorized 

into different classes [143]. Risk is here broadly defined as ‘adverse impacts of all 

kinds, both individual and societal’ [143]. Both the ethics guidelines [101-104] and 

the policy and investment recommendations [170-172] position the EU as a potential 

international entrepreneur of human-centric and trustworthy AI. 

Following these two AI HLEG deliverables, the EC published the ‘White 

Paper on Artificial Intelligence – A European Approach to Excellence and Trust’ in 

February 2020. Building on the recommendations of the AI HLEG, the EC aims to 

foster an ecosystem of excellence and an ecosystem of trust [179]. It welcomes the 

seven key requirements for trustworthy AI put forward by the AI HLEG [180] and 

identifies regulatory gaps regarding transparency, traceability, and human 

oversight [182]. As a result, it proposes a future regulatory framework to ensure the 

ecosystem of trust [179]. According to the White Paper, a risk-based approach (as 

recommended by the AI HLEG) requires a clear distinction between different risk 

categories of AI systems. In this context, the concept of high-risk AI applications is 

introduced [205]. Two cumulative criteria lead to an AI application being considered 
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high-risk – that significant risks can be expected to occur in a particular sector, and 

that significant risks are likely to arise from its use [206]. Several potential key 

requirements for high-risk AI applications are presented: training data; data and 

record-keeping; information to be provided; robustness and accuracy; human 

oversight; and specific requirements for certain particular AI applications, such as 

those used for purposes of remote biometric identification [207]. 

In chapter 1H, the White Paper highlights the role the EU is already playing 

in influencing international discussions on the ethical use of AI. In particular, it 

highlights the EU's close involvement in the development of the OECD's Ethical 

Principles for AI [223]. In April 2021, the EC published two major AI-related policy 

documents: The ‘Proposal for a Regulation Laying Down Harmonised Rules on 

Artificial Intelligence’ (also known as the ‘AI Act’) and the ‘Coordinated Plan on 

Artificial Intelligence 2021 Review’. The AI Act marks a significant evolution in the 

EU’s approach to AI, as it is the first specifically AI-related legislative initiative 

proposed by the EC. Deeply rooted in the strategic progressions in earlier 

documents, it aims to promote ‘an ecosystem of trust by proposing a legal 

framework for trustworthy AI’ [255]. Rules for AI should be human-centric in 

nature, thereby respecting fundamental human rights [255]. In line with the risk-

based approach introduced by the AI HLEG and adopted in the White Paper, the AI 

Act introduces a more nuanced risk-based approach, classifying AI applications into 

different risk levels: minimal, limited, high and unacceptable risk [277]. Risks are 

unacceptable if they contradict EU values by violating fundamental rights and are 

therefore prohibited. Manipulative or exploitative AI systems, AI-based social 

scoring, and ‘real time’ remote biometric identification systems for law enforcement 

fall under this category [277]. The focus of the AI Act is on high-risk AI applications. 

These will only be allowed to enter the EU market after fulfilling strict compliance 
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requirements and an ex-ante conformity assessment [278]. The Appendix2 of the AI 

Act lists currently identified high-risk AI systems [341-349]: 

• biometric identification 

• management and operation of critical infrastructure 

• education and vocational training 

• employment, workers management and access to self-employment 

• access to and enjoyment of essential private services and public services and 

benefits 

• law enforcement, migration 

• asylum and border control management 

• administration of justice and democratic processes 

Strictly necessary requirements for mitigating the risk of high-risk AI applications 

are high quality data, documentation and traceability, transparency, human 

oversight, accuracy and robustness [255]. 

In essence, the AI Act is a testament to the EU’s commitment to pioneering a 

balanced approach to AI—one that fosters innovation while protecting individual 

rights and societal values. However, it is worth noting that the Act is still subject to 

debate and discussion, with various stakeholders providing feedback. The final 

form of the regulation may evolve as it undergoes the legislative process in the EU. 

This legislative effort underscores the EU’s ambition not only to regulate AI within 

its borders, but also to set a global benchmark for AI Ethics and governance [337, 

358]. 

The ‘Coordinated Plan on Artificial Intelligence 2021 Review’ rather presents 

strategic considerations for the competitiveness of the EU in the AI sector. It builds 

                                                      
2 The passage numbers mentioned can be found in the appendix, which can be accessed via the 

following link: https://ib.uni-koeln.de/sites/jaeger/publikationen/aipa/8_Appendix_AIPA_12024.pdf. 
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on the first Coordinated Plan on AI of 2018, reflecting the evolving landscape of AI 

and the lessons learned since 2018. The focus is on how to enable innovation, attract 

talent, and identifying high impact sectors where the EU can compete. At the same 

time, it commits to implementing the AI Act. In terms of AI Ethics, nothing new can 

be observed. However, the EU strongly emphasizes its self-perception as a global 

leader in human-centric and trustworthy AI [240-247]. In particular, it notes that it 

co-founded the Global Partnership on AI (GPAI) [242] and formulates the goal of 

working towards an AI agreement with the US. For this purpose, an EU-US Trade 

and Technology Council is proposed [243]. 

 

Conclusion 

The EU’s approach to AI Ethics, as evidenced by the documents analyzed, has been 

a progressive journey from broad policy recommendations to detailed, actionable 

frameworks. This evolution can be divided into three phases. 

Initiation Phase: The initial documents, the ‘Communication Artificial 

Intelligence for Europe’ and the ‘Coordinated Plan on Artificial Intelligence (2018)’, 

laid the groundwork for the EU’s strategic vision on AI. They emphasized European 

values and fundamental rights, and introduced key terminologies such as 

trustworthy and human-centric AI, as well as numerous other ethical principles 

necessary for the development, deployment, and use of AI. 

Operational Phase: The ‘Ethics Guidelines for Trustworthy AI’ and the 

‘Policy and Investment Recommendations for Trustworthy AI’, moved from broad 

definitions and strategic visions to more granular, actionable frameworks and 

terminologies. This phase introduced the risk-based approach to AI and assessed 

the need for an ethics based regulatory framework. 

Regulatory Phase: Recent documents, such as the ‘White Paper on Artificial 

Intelligence’, the ‘Coordinated Plan on Artificial Intelligence 2021 Review’, and the 
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‘AI Act’, represent a maturation of the EU’s approach. They specify potential 

regulatory measures and introduce a categorical risk-based differentiation of AI 

applications, introducing the term high-risk AI system. 

To fully confirm hypothesis 1 (EU as a self-perceived global leader in AI 

Ethics) using the Doubly Decisive test, as outlined in the Operationalization chapter, 

two types of evidence are needed: clear evidence supporting the hypothesis in the 

documents analyzed and no evidence contradicting the hypothesis in the same 

documents. The EU’s self-perception as a global leader in AI Ethics is consistently 

emphasized and therefore evident throughout the documents. The ‘Communication 

Artificial Intelligence for Europe’ [17-23], the ‘Coordinated Plan on Artificial 

Intelligence (2018)’ [35-38], the ‘Ethics Guidelines for Trustworthy AI’ [101-104], the 

‘Policy and Investment Recommendations for Trustworthy AI’ [170-172], the ‘White 

Paper on Artificial Intelligence’ [221-224], the AI Act [237, 258], and the 

‘Coordinated Plan on Artificial Intelligence 2021 Review’ [240-247] all emphasize 

the EU’s ambition to set global standards and influence the worldwide AI debate 

based on its foundational values. There is no evidence that the EU perceives itself as 

a follower or merely an observer in the global AI Ethics discourse. Based on the 

Double-Decisive test, hypothesis 1 (H1) is confirmed. Given the positive result of 

the Double-Decisive test, there is no need to perform any further tests to validate 

this hypothesis. 

 

4.2 The US’s approach to AI Ethics 

This chapter marks the second stage of the empirical analysis. The objective is to 

outline the US’s approach to AI Ethics over time and thereby provide a 

comprehensive empirical basis for later comparison. The first step is to identify the 

relevant documents, based on the given selection criteria (see Table 4). Next, the 

documents will be analyzed using the document analysis method of ‘skimming, 
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reading, and interpretation’ Bowen (2009). Chapter 3.4 outlines a coding scheme for 

the second stage, which this analysis will closely follow. This coding scheme differs 

from the EU’s document analysis in that it includes additional categories, that are 

relevant for testing H2-H5. However, as with the EU document analysis, this 

chapter will also identify the US AI Ethics principles, concerns, suggested actions, 

and definitions, as well as how these evolved over time. Based on the coding 

scheme, relevant text passages will be identified and documented during the 

skimming and reading phase. 

 

Table 4: Documents selected for the analysis of the US’s approach to AI Ethics 

No. Title Date 

8 Executive Order 13859 Maintaining American Leadership in 

Artificial Intelligence (Federal Register 2019) 

11.02.2019 

9 A Plan for Federal Engagement in Developing Technical 

Standards and Related Tools (NIST 2019) 

09.08.2019 

10 Guidance for Regulation of Artificial Intelligence 

Applications (OMB 2020) 

17.11.2020 

11 Executive Order 13960 Promoting the Use of Trustworthy 

Artificial Intelligence in the Federal Government (Federal 

Register 2020) 

03.12.2020 

12 National Artificial Intelligence Initiative Act (US Congress 

2020) 

03.12.2020 

13 Draft Taxonomy of AI Risk (NIST 2021) 15.10.2021 

14 Blueprint for an AI Bill of Rights (The White House 2022a) 04.10.2022 

15 Artificial Intelligence Risk Management Framework (NIST 

2023) 

26.01.2023 

Source:  author’s own. 
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Based on the findings, a comprehensive analysis of the US approach to AI Ethics 

over time will be conducted. The text passages, including citation number, citation, 

and category can be found in the Appendix3 and will be referenced in square 

brackets. The analysis is presented chronologically. 

 

Document analysis of the US’s approach to AI Ethics 

The first specifically AI related document within the scope of this research’s analysis 

is ‘Executive Order 13859: Maintaining American Leadership in Artificial 

Intelligence’ (February 2019). The Executive Order (EO) was signed by then-

President Donald J. Trump and aims to promote and maintain American leadership 

in AI research and development. While the order primarily directs the prioritization 

of investments in AI-related research and development as well as emphasizes the 

importance of preparing the American workforce for AI. It also stresses the 

importance of protecting American values in the development and application of AI 

[341-344]. Public trust is identified as a necessary precondition for maximizing the 

potential benefits of AI [342]. As a result, the National Institute of Standards and 

Technology (NIST) is directed to ‘issue a plan for Federal engagement in the 

development of technical standards and related tools in support of reliable, robust, 

and trustworthy systems that use AI technologies.’ [346]. Here, three AI-related 

principles - reliable, robust, trustworthy - are mentioned but not further specified. 

The priority is clearly enabling innovation and maintaining the ‘economic and 

national security of the United States’ [341]. 

                                                      
3 The passage numbers mentioned can be found in the appendix, which can be accessed via the 

following link: https://ib.uni-koeln.de/sites/jaeger/publikationen/aipa/8_Appendix_AIPA_12024.pdf. 
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Following the EO, NIST published ‘A Plan for Federal Engagement in 

Developing Technical Standards and Related Tools’ (August 2019). The plan 

identifies nine areas of focus for AI standards, including safety, risk management 

and trustworthiness [348]. The document identifies ‘increasing trust in AI 

technologies as a key element in accelerating their adoption for economic growth 

and future innovations that can benefit society’ [357], and highlights the importance 

of shaping international AI standards in a way that is favorable to the US [360]. 

According to the document, ‘trustworthiness standards include guidance and 

requirements for accuracy, explainability, resiliency, safety, reliability, objectivity, 

and security’ [349, 364]. These standards should be considered early in the design 

phase of AI development [357]. The term ‘reliable, robust and trustworthy AI’ – as 

mentioned in the EO – is very prominent throughout the document. One of the 

prioritized characteristics related to AI standards is ‘human-centered to ensure that 

human interactions and values – including abilities, disabilities and diversity – are 

considered during AI data collection, model development, testing and deployment.’ 

[375]. Sensitivity to ethical considerations is also highlighted as a priority 

characteristic, for ‘identifying and minimizing bias, and incorporating provisions 

that protect privacy and reflect the broader community’s notions of acceptability’ 

[376]. According to the document, principles are the basis for standards. This 

requires a broad consensus on AI-related principles before common standards can 

be agreed upon. The document recognizes the importance of international 

organizations in this endeavor, noting that the US has adopted the OECD AI 

principles [368]. Standards should be developed carefully; according to the 

document ‘the degree of potential risk presented by particular AI technologies will 

help to drive decision making about the need for specific AI standards and 

standards-related tools’ [374]. 

Another result of EO 13859 was the memorandum ‘Guidance for Regulation of 

Artificial Intelligence Applications’ issued by the Director of the Office of 
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Management and Budget (OMB) in November 2020. This memorandum was 

intended to inform federal agencies on the development of regulatory and non-

regulatory approaches to AI, as well as ways to reduce barriers to the development 

and adoption of AI. While it recognizes the potential need for ‘a regulatory approach 

that fosters innovation, growth, and engenders trust, while protecting core 

American values’ [379], it states that ‘Federal agencies must avoid regulatory or non-

regulatory actions that needlessly hamper AI innovation and growth’ [382]. The 

document lays out 10 ‘Principles for the stewardship of AI Applications’ [382]: 

• Public Trust in AI: AI’s potential must be balanced with the risk to privacy and 

civil liberty, and ensuring trustworthy applications for public trust [383]. 

• Public Participation: Agencies should promote public input in AI rulemaking 

and inform on AI standards, respecting legal limits [384]. 

• Scientific Integrity and Information Quality: AI approaches should emphasize 

scientific integrity, transparency, and reliable data training [385]. 

• Risk Assessment and Management: AI regulations should use risk-based 

evaluations, balancing harm, and benefits, without inhibiting innovation [386]. 

• Benefits and Costs: Agencies should weigh the societal costs and benefits of AI, 

considering its impact on existing systems and optimizing for net advantages 

[387]. 

• Flexibility: Agencies should use flexible, performance-based AI regulations, 

ensuring international competitiveness [388]. 

• Fairness and Non-Discrimination: Agencies should assess AI for potential 

biases, prioritizing fairness and examining discrimination impacts [389]. 

• Disclosure and Transparency: AI transparency can enhance trust; agencies 

should disclose AI use based on its impact and context [390]. 

• Safety and Security: Agencies should evaluate AI’s potential for bias, ensuring 

regulations emphasize fairness [391]. 



International Norm Dynamics of AI Ethics: The Role of the European Union 

 

 

 

 

48 

• Interagency Coordination: Agencies should collaborate for a consistent 

approach to AI oversight, ensuring American innovation and values are upheld 

[392]. 

These principles emphasize a balanced AI approach, blending innovation with 

transparency, fairness, and a focus on public trust, while ensuring international 

competitiveness. 

The EO 13960 ‘Promoting the Use of Trustworthy AI in the Federal 

Government’, signed by President Donald J. Trump in December 2020, presented 

the first set of ethical principles published by the US. It set the goal of fostering the 

adoption and acceptance of AI and identified that this goal highly depends on 

public trust and confidence [398]. The design, development, acquisition, and use of 

AI in government should follow these principles [403-410]: 

• Lawful and respectful, thereby aligning with the nation’s values and legal 

frameworks. 

• Purposeful and performance-driven, using AI where benefits outweigh 

manageable risks. 

• Accurate, reliable, and effective, in line with the use case the AI was trained for. 

• Safe, secure, and resilient, with regards to vulnerabilities, manipulation, and 

exploitation. 

• Understandable, operations and outcomes being clear to relevant experts and 

users. 

• Responsible and traceable, with clear human roles thorough documentation. 

• Regularly monitored, with frequent testing of principles and deactivation 

mechanisms. 

• Transparent, including disclosure to stakeholders, congress, and public, when 

legal. 

• Accountable, enforcing AI safeguards, monitoring compliance, and training 

personnel. 
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The first piece of AI-related legislation from the US congress – The ‘National AI 

Initiative Act’ – was released in December 2020. In this legislation, the US Congress 

outlined its strategic vision for the US’s approach to AI, with the underlying goal of 

maintaining the US’s competitive edge in AI. While primarily calling for increased 

investment in AI research and development, promoting AI education, preparing the 

US’s workforce for AI and interagency cooperation it also underscored the 

importance of addressing ethical, societal and safety implications of AI [414, 416, 

420, 440]. Accordingly, the NIST was tasked with advancing AI standards [426] and 

developing a voluntary ‘Risk Management Framework’ (AI RMF) [435]. 

The framework shall (1) identify and provide standards, guidelines, best practices, 

methodologies, procedures and processes for (A) developing trustworthy artificial 

intelligence systems; (B) assessing the trustworthiness of artificial intelligence 

systems; and (C) mitigating risks from artificial intelligence systems; (2) establish 

common definitions and characterizations for aspects of trustworthiness, including 

explainability, transparency, safety, privacy, security, robustness, fairness, bias, 

ethics, validation, verification, interpretability, and other properties related to 

artificial intelligence systems that are common across all sectors; (3) provide case 

studies of framework implementation; (4) align with international standards, as 

appropriate; (5) incorporate voluntary consensus standards and industry best 

practices; and (6) not prescribe or otherwise require the use of specific information 

or communications technology products or services [435-444]. 

In order to support the development of the AI RMF, NIST issued a formal request 

for information, which was answered with the white paper ‘Taxonomy of AI Risk’ 

(October 2021). The purpose of this white paper was to contextualize the 

characteristics of trustworthy AI as proposed by the NIST in its request for 

information. It distinguishes between three different categories of characteristics of 

trustworthy systems. Accuracy, reliability, robustness, and resilience, which have 

been identified as technical attributes [459-462]. Explainability, interpretability, 

safety, and managing bias have been identified as socio-technical attributes [464-

469] as well as fairness, accountability, and transparency as guiding principles that 

contribute to AI trustworthiness [472-474]. The definitions provided can be found 
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in the appendix4 of this paper, as it is beyond the scope of this analysis to provide 

them. The OECD AI principles, key principles from the EU’s Ethics Guidelines for 

Trustworthy AI, and the EO 13960 principles were specifically mentioned as policy 

guidelines upon which the White Paper based its findings [452-454]. 

While the RMF was still being developed, the White House Office of Science and 

Technology Policy (OSTP) published ‘The Blueprint for an AI Bill of Rights: Making 

Automated Systems Work for the American People’ in October 2022. This blueprint 

includes five principles to help organizations guide the design, use, and deployment 

of automated systems while ensuring the protection of rights [480]. It also provides 

practical steps on how to potentially implement these principles. The five principles 

are: 

• Safe and effective systems: You should be protected from unsafe or ineffective 

systems [484]. 

• Algorithmic Discrimination Protections: You should not face discrimination by 

algorithms, and systems should be used and designed in an equitable way [486]. 

• Data Privacy: You should be protected from abusive data practices via built-in 

protections and you should have agency over how data about you is used [491]. 

• Notice and Explanation: You should know that an automated system is being 

used and understand how and why it contributes to outcomes that impact you 

[495]. 

• Human Alternatives, Consideration, and Fallback: You should be able to opt 

out, where appropriate, and have access to a person who can quickly consider 

and remedy problems you encounter [499]. 

                                                      
4 The passage numbers mentioned can be found in the appendix, which can be accessed via the 

following link: https://ib.uni-koeln.de/sites/jaeger/publikationen/aipa/8_Appendix_AIPA_12024.pdf. 
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The most recent and – in terms of AI Ethics – most comprehensive document is the 

aforementioned results of the AI Initiative Act, the ‘AI Risk Management 

Framework’ (AI RMF), published by NIST in January 2023. The AI RMF aims to 

address the diverse risks associated with the deployment and use of AI systems, and 

provides detailed methods for framing AI-related risks and how they should be 

governed, mapped, measured, and managed [512]. It is intended to be flexible and 

non-binding. Existing regulations and guidelines should be prioritized over the AI 

RMF. The first key attribute of the AI RMF is that it should ‘be risk-based, resource-

efficient, pro-innovation, and voluntary’ [548]. Which AI system is high risk is up to 

the organization applying the AI RMF. The AI RMF recommends that the highest 

risk AI systems should be prioritized. AI systems with unacceptable negative risk 

levels must be developed and deployed in a safe way until the risk is sufficiently 

manageable [521]. The document defines risk as ‘the composite measure of an 

event’s probability of occurring and the magnitude or degree of the consequences 

of the corresponding event’ [514]. To determine risk levels, the AI RMF articulates 

characteristics of trustworthy AI systems that need to be balanced against the 

context in which the AI system is used: 

• Valid and reliable: Validation ensures that AI systems meet specific 

requirements, with inadequate systems posing increased risks and decreasing 

trustworthiness [527]. Reliability in AI systems refers to their consistent 

performance as expected, under defined conditions, throughout their intended 

lifespan [528]. Accuracy in AI denotes how closely computational results match 

true values, and it’s essential to test these results on representative data sets, 

with comprehensive documentation, including potential discrepancies between 

different data segments [530]. Robustness in AI refers to the system’s capability 

to consistently perform well under varying conditions, ensuring functionality 

even in unanticipated scenarios and minimizing potential damage when 

operating in unexpected settings [531]. Accuracy and robustness are essential to 

the validity and trustworthiness of AI systems [529]. Assessing validity, 
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accuracy, robustness, and reliability enhances the AI’s trustworthiness. 

Prioritizing risk management minimizes potential harm, and human 

intervention may be necessary for undetected or uncorrected AI errors [532].  

• Safe: AI systems should ensure human and environmental safety through 

responsible practices, informed use, proactive risk management, early safety 

planning, and mechanisms for real-time adjustments [533, 534].  

• Secure and resilient: AI systems should be resilient to unexpected events and 

secure against threats, relying on existing standards and considering both 

intended and unintended uses [535].  

• Accountable and transparent: Accountability in AI is crucial and requires clear 

responsibility for AI outcomes in different contexts, especially when the 

consequences are severe [539]. Transparency in AI means providing accessible 

information about the system’s design, training, and functionality to promote 

understanding and trust, while considering the balance with proprietary 

information [537].  

• Explainable and interpretable: Explainability describes the inner workings of AI 

systems, while interpretability refers to the significance of their outputs; both 

increase understanding and trust in the system’s functionality [541].  

• Privacy-enhanced: Privacy protects human autonomy and dignity, guiding the 

AI system design with values such as anonymity and control, while balancing 

trade-offs with security, bias, and transparency, as AI may pose new risks to 

individual identification and information disclosure [542, 543].  

• Fair with harmful bias managed: Fairness in AI seeks to address harmful biases 

across systemic, computational, and human-cognitive categories, yet mitigating 

these biases doesn’t guarantee fairness; unchecked, AI can amplify biases, 

impacting transparency and societal equity [544-547]. 

According to the AI RMF, these characteristics influence each other, and therefore 

risk management requires balancing trade-offs between them [526]. 
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The US approach to AI Ethics has progressed from an initial focus on 

technological leadership and economic considerations to a more balanced approach 

that incorporates ethical principles, transparency, and accountability. The US has 

gradually acknowledged the importance of public trust and the need to address 

ethical and societal implications of AI, aligning with international standards and 

principles. This evolution demonstrates an increasing awareness of the multifaceted 

challenges and opportunities presented by AI. 

 

4.3 Diffusion mechanisms of the EU’s AI Ethics approach to the 

US 

Stage three of the empirical analysis has two objectives. The first objective is to 

identify if the US’s approach to AI Ethics has shifted towards the EU’s approach. To 

achieve this, the same hoop test was chosen for each hypothesis: the US changes its 

AI Ethics approach and moves towards the EU’s approach. This provides a 

necessary condition for further inquiry. If the evidence does not pass the test, the 

hypothesis (and therefore all hypotheses) can be refuted. 

For a close comparison of the EU’s and US’s approaches to AI Ethics over 

time, a detailed timeline was created as proposed in the chapter about process 

tracing. Figure 1 provides an overview of the sequence of events for both the EU 

and the US based on the previous document analysis. The EU had already taken 

initial steps in terms of AI strategy and respective AI Ethics considerations before 

the US published its first document (as considered in this analysis). The 

communication ‘AI for Europe’ (document 1) highlights the importance of 

developing and deploying AI based on European values and fundamental rights 

due to the associated risks. The document introduces several principles, including 

explainability, human-centric, safety, security, inclusion, transparency, non-

discrimination, privacy, dignity, and fairness, without providing clear definitions.  
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The key ethical principle that emerged for the first time was trust. This led to the 

significant term ‘Trustworthy AI’ being introduced in the Coordinated Plan 2018 

(2). This document defined key terms such as trust, predictable, responsible, 

verifiable, respecting fundamental rights, and adherence to ethical rules. EO 13859 

(8) strongly published shortly after document 2 and, while not emphasizing 

ethical considered trust, reliability, robustness, and trustworthiness. The 

importance of trust was emphasized, similar to the EU’s previous communications. 

Unfortunately, there is little convergence observable at this point. The next pivotal 

EU document is the Ethics Guidelines (3), which were published in April 2019. The 

document defines ‘Trustworthy AI’ into three components, four principles, and 

seven requirements (see Table 5). Additionally, the terms ‘robust’ and ‘human-

centric’ were defined, highlighting the importance of human-centricity in the EU’s 

understanding of AI Ethics. In July 2019, the Policy and Investment 

Recommendations (4) importantly introduced the risk-based approach to 

trustworthy AI and defined risk. This understanding of trustworthy AI and the risk-

based approach remains central to the EU’s approach to AI. The NIST Plan (9) 

followed shortly afterwards and, while not as extensive as the EU’s documents, 

introduced many new AI Ethics related principles and considerations for the US.  

Most importantly, the EU's understanding of AI Ethics has evolved with the 

introduction of a human-centered approach, a recommendation for a risk-based 

approach, and a definition of trustworthiness. These principles are largely 

consistent with previous EU documents, indicating a significant step forward from 

EO 13859. It is important to note, however, that documents 3,4 and 9 all are 

recommendatory documents. When examining their further evolution, it becomes 

clear that they influenced the approach of both entities.  

The White Paper on AI (5) from February 2020, in line with the afore 

proposed risk-based approach, introduced the category of ‘High-risk AI 

application’ and outlined proposed respective criteria and requirements. While the 
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Guidance for Regulation of AI Systems (10) from November 2020 aimed to reduce 

barriers to the development and adoption of AI and foster innovation. It also 

introduced the first clear set of AI-related principles, some of which were partially 

related to AI Ethics. One month after its introduction, the EO 13960 established the 

first set of ethical principles in the US. Although not entirely congruent with those 

promoted by the EU, there are considerable overlaps between the two (see figure 1). 

The first principle of this set is 'lawful and respectful', similar to the EU's three 

components of lawful, ethical (including respectful), and robust. This marks yet 

another shift from the US towards the EU’s AI Ethics approach. 

The AI Act (6) proposed a regulatory framework for AI-systems, with a focus 

on the High-risk AI systems. The most relevant introduction in terms of AI Ethics is 

the distinction between risk categories: minimal, limited, high, and unacceptable. 

The latest document published by the US, the AI RMF from January 2023 (15), 

similarly introduces the term 'high-risk AI application'. Moreover, Trustworthy AI 

characteristics are presented All of the terms, except for 'valid', can be found in the 

EU's definition of Trustworthy AI. 

This high-level comparison demonstrates that, over time, the US has 

followed the EU’s approach to AI step-by-step. While EO 13859 did not prioritize 

ethical considerations, the latest AI RMF and the Blueprint of AI Bill of Rights clearly 

prioritize ethical considerations. Over time, the US’s understanding of AI Ethics has 

shifted significantly closer to the EU’s understanding. The organization published 

several principles that align with the EU’s ethical framework, emphasizing 

trustworthy AI and introducing a risk-based approach to AI systems. It is important 

to note that, to date, the US has not produced a legislative piece similar to the AI 

Act. All documents are recommendations, guidance, and non-binding. 

Nevertheless, there is a clear trend towards greater concern for AI Ethics and a shift 

towards the EU’s approach to AI Ethics. As a result, the hoop test is passed. The rest 
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of the analysis will focus on presenting evidence of potential causal diffusion 

mechanisms between the EU and the US for each hypothesis. 

H2: The US adopts a similar approach to AI Ethics due to coercive pressure from the EU. 

• Smoking-Gun Test: The USA changes its AI Ethics approach, moving to the EU’s 

approach, shortly after coercive pressure from the EU. 

• Doubly Decisive Test: Direct evidence from the US that confirms the alignment 

with the EU’s AI Ethics approach in response to coercive pressure from the EU. 

No evidence was found to support for any form of coercive pressure from the EU, 

thus refuting this hypothesis. On the contrary, evidence of AI-related cooperation 

was found. Firstly, both the EU and the US signed the OECD’s ‘Recommendation of 

the Council on Artificial Intelligence’ in May 2019, which outlined five ‘Principles 

for responsible stewardship of trustworthy AI’ [223, 368]. Secondly, the EU and the 

US established the EU-US Trade and Technology (TTC) council in 2021 [243]. 

Based on the assumption of the Life Cycle of Norms as described earlier, 

norm entrepreneurs use international organizations to promote their norms. The 

OECD principles and the TTC engagement may provide additional evidence for 

diffusion mechanisms. Therefore, a document analysis will be performed of a) the 

OECD recommendation document and b) joint statements and documents found in 

the context of the TTC. As shown in Table 6, the following documents were 

identified. 
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Table 6: Selected OECD and TTC documents 

No. Title Date 

16 OECD Recommendation of the Council on Artificial 

Intelligence (OECD 2023) 

22.05.2019 

17 EU-US Inaugural Joint Statement of the TTC (The White 

House 2021) 

29.09.2021 

18 TTC Joint Roadmap on Evaluation and Measurement Tools 

for Trustworthy AI and Risk Management (European 

Commission 2023c) 

16.05.2022 

19 EU-US 2nd Joint Statement of the TTC (The White House 

2022b) 

01.12.2022 

20 EU-US 3rd Joint Statement of the TTC (The White House 

2022c) 

05.12.2022 

21 EU-US 4th Joint Statement of the TTC (The White House 

2023) 

31.05.2023 

22 EU-US Terminology and Taxonomy for AI (European 

Commission 2023b) 

23.05.2023 

Source:  author’s own. 

The following coding scheme was applied during the document analysis (slightly 

adapted from the coding scheme of the US document analysis). 

 

Table 7: Codes and categories for the analysis of the OECD principles and TTC 

documents 

Code name Category 

B1 Any ethical principle/value that is mentioned. 

B2 Any AI-related risk/challenge that is mentioned 

B3 Recommended AI Ethics related action. 

B4 AI Ethics related definition. 

B5 Mention of international cooperation. 

B6 Any mention that highlights competitive pressure. 

Source:  author’s own. 
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H3: The US adopts a similar approach to AI Ethics based on learning from the EU’s 

experiences and frameworks. 

Making a case for a diffusion mechanism of learning is challenging. Learning is 

outcome-oriented, and AI Ethics, especially its governance, is still in its early stages. 

The evidence tests require either a reference to the EU’s successful approach to AI 

Ethics (Smoking-gun) or a direct statement confirming the adoption of a similar 

approach based on learning from the EU’s experience (doubly decisive). An 

argument could be made that the EU’s approach to AI Ethics is internationally 

recognized and perceived as a benchmark (Jobin et al. 2019; Floridi 2021c, 2021a). 

As a result, their approach could be perceived as ‘successful’ by the US. Concrete 

evidence for this scenario cannot be found in the US’s documents. The EU’s AI 

Ethics Guidelines are referred to once [453] as one of three referenced documents 

for the formulation of principles. In the same paragraph, the text references both the 

OECD AI principles and the US principles. The OECD AI principles were adopted 

by the OECD member states in May 2019, one month after the publication of the 

EU’s AI Ethics Guidelines. The inherent principles for a ‘responsible stewardship of 

trustworthy AI’ are a) inclusive growth, sustainable development, and well-being, 

b) human-centred values and fairness, c) transparency and explainability, d) 

robustness security and safety as well as e) accountability [550]. Each of these 

principles aligns with the principles outlined in the EU’s Ethics Guidelines, except 

for ‘inclusive growth’. This indicates that the EU had substantial influence on the 

formulation of the OECD principles, as stated in the EU’S AI White Paper [223]. 

Based on this, one could argue for a potential diffusion mechanism of learning as the 

US refers to EU principles and potentially EU-influenced principles. However, the 

evidence is too weak for this thesis as learning as a diffusion mechanism is based on 

the perception of a successful outcome due to a policy. Evaluating the success of the 

EU’s AI Ethics approach is beyond the scope of this thesis; therefore, the hypothesis 

is rejected. 
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H4: The US emulates a similar approach to AI Ethics as the EU’s due to a perception of 

appropriateness. 

Emulation is a normative diffusion mechanism that could potentially serve as a 

diffusion mechanism for this research. In the case of emulation, political actors make 

decisions based on ‘appropriateness’ rather than ‘consequences’ (Checkel 2005; 

Gilardi 2013). Norm entrepreneurs also push their norms into the international 

system, which has been identified as the self-perceived role of the EU. Therefore, the 

evidence suggests that the US needs to adjust its approach to AI Ethics to align more 

closely with the EU's approach out of appropriateness. The question is: Does the US 

adopt these norms due to appropriateness or due to consequences? The answer 

could potentially be both. However, the US documents are increasingly highlighting 

the risks associated with AI Ethics and formulating specific AI ethic principles 

accordingly. From the beginning it highlighted the importance of adherence to 

human rights and values. This can be understood as an approach based on 

appropriateness. Moreover, in the second joint TTC statement, the EU and US 

highlight the importance of international cooperation to oppose rights-violating AI 

systems such as social scoring [581]. While other ‘consequence’-oriented 

motivations may also be present (as will be outlined in H5), the documents from the 

US consistently convey a sense of ethical appropriateness. This thesis argues that 

both perspectives can coexist, representing different opinions within a democratic 

system. Therefore, the hypothesis passes the smoking gun test. No direct statement 

that confirms the alignment with the EU’s AI Ethics approach out of 

appropriateness could be found, therefore the doubly decisive test is not passed. As 

the smoking gun test is sufficient to confirm causality, the H4 is valid. 

H5: The US adopts a similar approach to AI Ethics to the EU’s in response to competitive 

pressure. 

As opposed to emulation, competition as a diffusion mechanism is very outcome-

oriented. The ultimate goal is economic advantage. This thesis's analysis strongly 
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supports this diffusion mechanism. To test this hypothesis, it is necessary to 

recognize the economic and competitive benefits of promoting ethical AI principles. 

Although the approach to AI Ethics in the US has evolved over time and become 

more aligned with that of the EU, one aspect has remained consistent: the emphasis 

on the importance of spearheading the developments around AI globally. EO 13859 

prioritized innovation and safeguarding the ‘economic and national security of the 

United States’ [341]. Trust was identified as an essential component in order in 

maximizing the potential benefits of AI [342]. The NIST plan suggests to 

‘strategically engage with international parties to advance AI standards for US 

economic and national security needs’ [356] and highlights the importance of 

shaping international AI standards favorably for the US [360]. It acknowledges that 

‘lack of US stakeholder engagement in the development of AI standards can 

degrade the innovativeness and competitiveness of the US in the long term’ [377]. 

Again, trust is identified as a ‘key element in accelerating their adoption for growth 

and future innovations that can benefit society’ [357]. The importance of creating 

public trust is emphasized in EO 13960 [398, 401], which is echoed in the TTCs 3rd 

and 4th statements [596, 605]. The smoking gun test is passed as the EU emphasizes 

trustworthy AI and the US aligns ethical principles and standards over time (as 

presented under H1), with 'trust' being perceived as a necessary component for 

maximal economic advantage of AI. Although various text passages confirm an 

international alignment on AI standards for competitive benefits, none directly 

confirm the adoption of a similar AI Ethics approach by the US to the EU’s. 

Therefore, the doubly decisive test is rejected. Nevertheless, as outlined earlier, 

passing the smoking-gun test is enough for causal inference. Due to the amount of 

evidence supporting the notion that competitive pressures influence the US’s 

alignment with the EU’s AI Ethics approach and the passing of the smoking-gun 

test, causality can be inferred. Thus, H5 – the US adopts a similar approach to the 

EU’s in response to competitive pressure – is valid.  
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So, what is the effect of the EU’s AI approach on the US? First of all, as the 

empirical analysis of the EU’s approach clearly highlighted, the EU perceives itself 

as a global norm entrepreneur in the field of AI Ethics. The EU aims to set an 

example for other countries and seeks to influence other states through bilateral 

efforts and international platforms such as the OECD. Therefore, H1 is confirmed. 

While this finding was predictable, it was still crucial for the following empirical 

analysis of diffusion mechanisms. It is important to note that having a self-perceived 

responsibility and role as a norm entrepreneur in the realm of AI Ethics does not 

necessarily result in the actual influence of other countries. This is where potential 

diffusion mechanisms come into play – offering a lens through which to potentially 

identify causal mechanisms of policy diffusion between countries. The four 

diffusion mechanisms identified during the research design were coercion, learning, 

emulation, and competition, represented by H2-H5. To infer causality, process 

tracing and evidence tests were applied. The first step was to establish the necessary 

condition for the hypothesis, which was the hoop test. The analysis revealed that for 

each hypothesis, the US shifted its AI Ethics approach towards that of the EU over 

time. The US continuously emphasized ethical considerations around AI and 

gradually adopted multiple facets of the EU's AI Ethics approach. Especially the 

increasing centrality of trustworthy AI and the introduction of a risk-based 

approach to AI Ethics are a significant convergence. This convergence of the AI 

Ethics approach does not infer causality, yet. Further tests were conducted in order 

to infer causal diffusion mechanisms. The document analysis revealed no evidence 

of coercive pressure, thus H2 was rejected. The analysis indicated potential learning 

mechanisms based on certain indicators. References were made to the EU's Ethics 

Guidelines and the OECD principles, which closely align with the EU's principles 

for trustworthy AI. The analysis concluded that the evidence was not strong 

enough. According to the diffusion mechanism of learning, a successful policy 

outcome must be perceived. Evaluating the success of the EU’S AI Ethics approach 

and the respective perception was outside of the scope of this research, though. 
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Therefore, H3 was declined. In the next step, the analysis provides an argument for 

the existence of both a sense of appropriateness – and hence, an existing emulation 

diffusion mechanism – and a strong economically incentivized outcome-oriented 

competition diffusion mechanism. While the US continuously emphasized the 

importance of adherence to human rights and values, which indicates a sense of 

appropriateness and therefore emulation, a strong focus on the economic benefits – 

competition - of promoting ethical AI principles was also identified. Trust is 

identified as a key component for the public acceptance of AI technology, and as a 

result, the US is committed to fostering trustworthy AI. This thesis argues that 

emulation and competition are not contradictory. Therefore, both H4 and H5 were 

accepted based on passing their respective smoking-gun evidence tests. 

 

5 Discussion 

How can these findings be interpreted? As previously mentioned, this thesis has 

outlined limitations of the research designs, including the sole reliance on 

documents. Due to the scope of this research, it is impossible to factor in underlying 

mechanisms and motivations that are not depicted in the analyzed documents. For 

instance, learning could actually be an underlying diffusion mechanism, as was 

indicated, but the documents were unable to prove it. Likewise, it could be that the 

role of emulation was overemphasized, and the US represents a sense of 

appropriateness solely based on economic motivations. In this context, it is 

important to highlight a potential interpretative bias the author could have, as is 

often the case in qualitative research. Moreover, while the focus on the EU and the 

US does allow for a zoomed in analysis, it potentially neglects influences of other 

entities in the field of AI Ethics. If the EU's approach to AI Ethics were to be 

completely influenced by any other country, the design and scope of this study 
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would not be able to capture it. Therefore, arguing for diffusion mechanisms 

between the EU and the US would become more complicated. 

Nevertheless, this thesis provides both empirical and theoretical value. First, 

it contributes to existing literature by uncovering potential diffusion mechanisms 

between the EU and the US, two major players in the field of AI. This is valuable as 

it enhances our understanding of the complex AI Ethics landscape. The empirical 

value is founded in the detailed chronological analysis of both the EU’s and the US’s 

evolutionary approach to AI Ethics over time. This can serve as a basis for further 

analysis, such as comparing it to other countries. The research employs theory-

testing and process tracing, offering valuable theoretical insights. By testing H1, it 

highlights the relevance of underlying theories and concepts, such as Normative 

Power Europe and the Life Cycle of Norms. The combination of evidence tests, and 

diffusion mechanisms proved to be a fruitful combination for causal inference, 

which is often a problem in diffusion research. Moreover, it was highlighted that 

multiple diffusion mechanisms can be at play simultaneously. This could 

potentially be the subject of further research – investigating how and why different 

diffusion mechanisms overlap. 

What is the outlook? As of now, neither the EU nor the US have a legally 

binding regulatory framework for AI Ethics. It is important to note that the 

European Parliament's negotiating position on the AI Act was adopted in June 2023. 

The next step is negotiating with EU countries in the Council about the final form of 

the AI Act (EU 2023). The law is expected to be passed by the end of 2023 or the 

beginning of 2024 (Sharp 2023). While studies have already projected the potential 

impact of the AI Act (Greenleaf 2021; Feldstein 2023; Birchfield et al. 2022), it will be 

crucial to reevaluate the situation once the AI Act is legally binding. Currently, the 

US has merely moved towards the EU’s approach to ethics by publishing standards 

and guidelines for organizations to voluntarily implement. However, this thesis 

highlights the risks of ethics shirking and ethics bluewashing earlier and the need 
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to move from principles to practical implementation. The US has yet to take this 

step. The Brussels effect demonstrates that the GDPR, implemented by the EU 

became a global standard due to the EU’s regulatory influence (Bradford 2020). It is 

uncertain whether the AI Act will follow the same approach, and whether the US 

will adopt a similar legally binding regulatory framework for AI that prioritizes 

ethics.  

 

6 Conclusion 

The central research question of this thesis was ‘What is the influence of the EU’s AI 

Ethics approach on the US?’. The research question was approached from two 

angles. Firstly, the EU and US approaches to AI Ethics over time are examined 

through a systematic document analysis and subsequent comparison, based on 

assumptions derived from Constructivism and Normative Power Europe. The 

analysis revealed that the EU considers itself a norm entrepreneur in the field of AI 

Ethics and aims to shape international norms accordingly. Additionally, it was 

found that the US has increasingly adopted the EU's approach to AI Ethics over 

time. For instance, in the Ethics Guidelines for Trustworthy AI published by the AI 

HLEG in 2019, the EU provided a precise outline of trustworthy AI and the relevant 

ethical considerations at an early stage. Although the US occasionally mentioned 

ethical considerations regarding AI, there was a significant increase in alignment 

with the EU's understanding of central terms such as 'trustworthy' AI. The second 

part of the empirical analysis sought to identify why the US’s AI Ethics approach 

shifted towards the EU’s approach. Based on the theoretical assumptions of 

diffusion theory, the analysis tested for four potential causal diffusion mechanisms: 

coercion, learning, emulation, and competition. In accordance with process tracing, 

evidence tests were applied in order to identify potential causal mechanisms 

between the respective sequences. No evidence was found for a coercive diffusion 
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mechanism. While some possible indications were identified for an underlying 

learning mechanism (due to references to EU policies in US documents), this thesis 

rejected the respective hypothesis. Learning as a diffusion mechanism is based on 

the perception of a successful policy of another country/organization. Within the 

research scope of this thesis, sufficient evidence to support this requirement was not 

found. Respective US documents consistently emphasized the importance of 

adhering to human rights and values when it comes to emulation and ethical 

considerations around AI. Therefore, the respective hypothesis was accepted, and 

emulation was identified as the underlying diffusion mechanism. Even stronger 

evidence was found for the diffusion mechanism of competition. Early on, public 

trust was identified as a crucial factor in gaining public acceptance of AI technology. 

Additionally, there was a strong interest in promoting AI-related economic growth 

and innovation. Therefore, it is logical for the US to shift towards the EU's emphasis 

on 'trustworthy AI' to maximize economic benefits. 

In summary, this research has observed a substantial influence of the EU’s 

approach on the US. The US’s ethical understanding of AI is now much closer to 

that of the EU’s than it was in 2018. Nevertheless, the US has not yet followed the 

EU in presenting a legally binding regulatory framework for AI and is still relying 

on guidelines and principles. These findings of this research provide both empirical 

and theoretical value to existing research. First, the in-depth analysis compares the 

EU and US approaches to AI Ethics from 2018 to 2023, providing a strong empirical 

basis that fills an existing research gap and provides potential paths for further 

research. The findings offer insights into the AI-related priorities of both regions 

and could be compared to those other countries or regions to identify potential 

causal relationships. The theoretical value of this study lies in emphasizing the 

relevance of the underlying theories and concepts, namely Normative Power 

Europe and Diffusion. The EU continues to present itself as a normatively influential 

actor within the international system. Moreover, combining process-tracing based 

evidence tests and diffusion theory based causal mechanisms proved to be well 
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equipped at identifying underlying causal diffusion mechanisms, which otherwise 

can often be a challenge in diffusion research. 

This research provides a temporal snapshot of the highly dynamic field of 

AI and AI Ethics. It is important to continuously conduct research in this field. In 

light of the findings of this thesis, it will be necessary to continuously scrutinize the 

approach of both the EU and the US to AI Ethics to fully understand their respective 

underlying motivations – especially with the expected adoption of the EU AI Act at 

the end of 2023 or the beginning of 2024. 
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